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Abstract: Thermal imaging plays an important role in numerous applications like in defense, security, military, and 

other industry that requires a non-contact temperature measurement, etc. This proposed algorithm improves the thermal 

image especially during the thresholding process in which the desired object is separated from the background and can 

easily be identified. The separate extracted images produced by K-means clustering and inverted Otsu methods were 

processed by Canny edge detection and color mapping to highlight the necessary characteristics of the sampled thermal 

images. This work is synthesized with Xilinx Zync 7000 ZED ZC702. The experimental results of this blended 

combination of K-means and inverted Otsu methods show significant distinguishable features in terms of edge and 

color. It outperforms the other color correction method in terms of processing time. Moreover, this implementation 

reduced resource utilization, and minimizes the misclassified pixel in different noise variance. 
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1. Introduction 

Thermal imaging is a technology used for 

analyzing the sample images which uses infrared 

detection process to identify the invisible infrared 

radiation effects, and making it visible to human eyes 

[1, 2]. An ordinary camera is possible to record the 

data images event at a distance in real time. However, 

problems like the deterrent effects cannot be avoided 

like reflected lighting especially if regular RGB 

cameras were used [3]. The basic concepts in thermal 

imaging method are based on the relationship 

between the object’s characteristics and the intensity 

of infrared radiation, which includes the temperature 

of objects and its surroundings. Thermal images have 

an endless number of applications in the industrial 

field and it is the most valuable diagnostic tool to 

detect any leak problems and can be used with 

thermal anomalies. Figure 1 shows an example of 

thermal imaging which helps to find and solve 

problems in process equipment. As shown in this Fig. 

1, over-heated pumps and compressors or any 

abnormal heat flow can be easily detected with 

thermal imaging. 

Using a thermal imager equipment alone is very 

convenient, however, it still has many problems to be 

considered. It only defines the image preliminary 

characteristics Also, sample images might have 

unnecessary characteristics like with high noise, low 

 

 
Figure. 1 Thermal imaging helps find/solve problems in 

process equipment with abnormal heat flow 
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contrast, background interferences etc. [4]. Therefore 

an appropriate algorithm to facilitate these existing 

drawbacks including the thermal imager to enhance 

the quality of extracted thermal images. This paper 

shows an alternative algorithm to identify optimum 

thermal image characteristics and certain parameters 

related to thermal imaging and how to diagnose these 

faults. 

This method is a combination of K-means 

clustering and inverted Otsu thresholding method as 

the basis of object and background separation. The 

integration concept aims to resolve the existing 

drawbacks of both methods. Although Otsu method 

is widely used for image thresholding. Ideally, an 

assumption on the histogram to have bimodal 

distribution and considered to possess a deep and 

pointed notch between two peaks. However, if the 

object area is smaller than the background area, 

resulting in a no modality in the histogram, [5]. 

Moreover, the gray level of the histogram is degraded 

if the variances of the object and the background 

intensities are larger than the mean difference, 

resulting to an incorrect threshold in the segmentation 

error of Otsu method. On the other hand, K-means 

clustering uses a local optimal method which does not 

require computing a gray level histogram before 

running and appropriate to multilevel thresholding 

than Otsu method. Also, it has certain limitations like 

difficult to predict the k-value, and it will not work 

properly in the global cluster. Moreover, with 

different initial partitions can result in different final 

clusters. And, it does not work well in clusters of 

different size and different density. This paper 

proposed a histogram clustering threshold based on 

color correction algorithm [6] by using an iterative 

threshold, minimum histogram difference is 

computed and then used to correct the target object. 

Achieving better thermal object characterizations in 

terms of shape information, edge images and an 

FPGA-based platform which eliminates unnecessary 

hardware and minimizes the processing time [7]. 

The rest of this paper is organized as follows. In 

Section 2, discussion of some related works to the 

proposed algorithm. Section 3 presents and describes 

the proposed algorithm, it includes implementation 

details. Experimental results and discussion are 

provided in Section 4. Finally, in Section 5, 

concludes this work. 

2. Review of related works 

Infrared thermography, thermal imaging, and 

thermal video are techniques under infrared imaging 

science. The range of radiation detection of thermal 

imaging cameras in the electromagnetic spectrum is 

around 9-14 m and produce images called thermal 

image or thermograms. In analyzing a thermal image, 

a number of characteristics can be used to observe or, 

detect an object in a background. Normally, a 

detection process requires some necessary elements 

like target-to-background contrast, sensor 

performance, and cause by atmospheric attenuation 

[8 - 10]. 

In this section, presents some related works that 

are relevant to the proposed algorithm like the K-

means clustering scheme [11 - 13], Otsu method [14 

- 16] and color mapping techniques [17 - 20] for 

image enhancement. Material investigations are also 

involved, which called as nondestructive testing 

techniques. It is defined as the method to examine a 

part, material, images, or system without impairing 

the original object [21, 22], resulting in high 

reliability and cost-effective method. 

Also, thermal imagery is difficult to interpret and 

process with there is an existence of moisture 

absorption in the atmosphere. Normally, all objects 

emit infrared energy or electromagnetic energy at the 

speed of light as thermal heat. These electromagnetic 

energies are radiated in forms of waves with electrical 

and magnetic properties. Using a thermal imaging 

technology reveals that are not visible to the naked 

eye. Moreover, these thermal imageries can capture 

thermal images without making direct contact with 

the sample being tested. Therefore, the image being 

tested can capture thermal details at a safe distance 

and have a better chance of seeing temperature 

anomalies under normal operating conditions. 

The thermal image is associated with different 

characteristics based on the IR radiation. These 

characteristics are absorptivity, emissivity, 

transmissivity, and reflectivity of infrared radiations 

[23] and the effects vary differently for every 

objects/material. Kirchhoff’s law stated that the 

relationship between these characteristics as shown 

in Eq. (1) 

 

  +  +  = 1 (1) 

 

where  is the absorptivity,  is reflectivity and  is 

for transmissivity [24]. During thermal equilibrium 

of an object, the absorption is equal to emission. For 

opaque objects equation can be expressed as Eq. (2) 

 

  +  = 1 or  +  = 1 (2) 

 

where  is the emissivity of the object. 

Absorption of materials, thermal energy 

transmission, the intensity of emission, and the 
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Figure. 2 Notations of the factors affecting the thermal 

properties of the sample image 

 

reflection of radiation are some factors affecting the 

thermal properties of the sample object to be 

measured. Fig. 2 shows the factors that affect the 

sample object. The infrared sensors in thermal 

camera receive the total IR radiation emitted from the 

object’s surface is directly related to the object’s 

emissivity and its temperature, and define as the 

Stefan-Boltzmann Law [25-26] as shown in Eq. (3) 

 

 E = T4 (3) 

 

where E is the total amount of emitted radiation in an 

object per square meter,  is the Stefan-Boltzmann 

constant as 5.67 X 10-8 
𝑊

𝑚2𝐾4
 and T is designated for 

the temperature and measured in Kelvin (K). 

Therefore, the object’s temperature can determine if 

the emissivity of the object and total radiation emitted 

are known. 

Digital image processing methods can improve 

the image information for further analysis and 

processing appropriate for data storage, transmission 

mode, and representation for automated machine 

recognition. Numerous algorithms are available were 

developed to enhance a more accurate image 

information [27-29] using digital image processing 

for different applications. Reference [30] describes 

one thermal image enhancement application using 

the inverted Otsu method. This work used an 

enhanced color mapping algorithm with inverted 

Otsu method however, it has no thresholding process 

for object segmentation and does not characterize the 

enhanced thermal image. 

The thresholding algorithms presented in [31] 

proves that no single algorithm can enhance a thermal 

image. Also, the paper that is presented in [32] shows 

the selected thresholding methods from various 

categories and compared to measure the 

performances for different applications. However, no 

specific method was concluded which is appropriate 

for thermal image application. While in [33] 

presented a method for image thresholding and it was 

simulated in MATLAB. But it has no detailed 

description of the iteration process. The result in edge 

mapping which is presented in paper [34] uses edge 

direction and magnitude is far better against in using 

the edge magnitude alone. 

Lastly, various papers presented with specific 

applications. In [35] discussed an algorithm for face 

detection utilizing thermal images, however, this 

paper has no actual hardware set-up and simulation. 

Reference [36] application is for thermal imaging of 

electrochemical power systems. This paper describes 

the related techniques of a thermal image for 

electrochemical power systems with the primary 

focus on fuel cells and batteries. Moreover, reference 

[37] is dedicated to analyze a thermal image in the 

medical field. 

This proposed algorithm was compared with 

stationary wavelet transform and to the morphology 

technique. The stationary wavelet transform has been 

used in several images processing applications. The 

SWT transform is applied to the image for edge 

enhancement and this method does not decompose an 

image, the sub-bands will have the same size as the 

input image [38]. On the other hand, morphological 

image processing deals with the shape of features in 

an image [39]. The morphological operations are 

used to remove imperfections which were introduced 

during segmentation. 

Moreover, there several characteristics of thermal 

images based on its applications. The three most 

important are listed below. 

1. The response to the temperature of an object, as 

shown in equation (4), the radiance of an object is a 

function of its temperature. This equation describes 

the relationship is known as Planck’s equation. 

 

 W (, T) = e() 
𝑐1

5
 [𝑒𝑥𝑝(

𝑐2

𝑇
) − 1] (4) 

 

where W (, T) is the radiance for a wavelength  and 

measures in m while T stands for temperature in 

Kelvin, e() is the emissivity, c1 and c2 are the 

constants for this Planck’s equation. The radiance is 

given in units of watts m-2 steradians-1 m [40]. 

Therefore, a thermal imager (thermal camera) can be 

used as a means of measuring the object’s 

temperature and can provide a two-dimensional 

distribution graph between the relative and actual 

temperature which is appropriate for different types 

of applications. 
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2. The passive imaging is one of the important 

characteristics because there is no required external 

source of radiation is needed, the result provides a 

means of seeing at night-time, or even in poor 

illuminations. 

3. Wavelength plays a vital part in visuality.  

With these above characteristics, features like 

edges, shape, and size of the hottest regions can help 

to determine, characterize and detect the 

abnormalities of the subjected thermal images. Thus, 

this approach can play a significant role in many 

applications. Further enhancement and image 

processing can be employed to characterize the 

detected regions or segment for analyzations. 

Consequently, image processing plays a vital role in 

thermal imaging applications. Enhancing or 

developing an algorithm for thermal images can 

provide more reliable and accurate imaging method. 

3. Proposed algorithm 

This proposed algorithm aims to achieve a more 

vivid and sharp edge of thermal images for 

characterization. Figure 3 shows the proposed 

algorithm, the original input thermal image will be 

fed into three different channel (K-means clustering, 

inverted Otsu and high value thermal threshold 

processor), the resulting thermal images from K-

means clustering and inverted Otsu will be subjected 

to Canny edge detection to extract some useful 

information (characteristics) from different point of 

visibilities and minimize the amount of data 

(information) to be processed. Then, the red color 

mapping will extract the red portion from the output 

of the high-value thermal threshold. And all three 

outputs are combined together using a summing 

component. 

To validate and verify the proposed algorithm, it 

was synthesized using the Xilinx Zynq 7000 ZC702 

board. And, to manage the testing and simulation, an 

actual set-up was constructed to link with the Xilinx 

board. The set-up configuration is shown in Figure 4, 

it includes a thermal camera, FPGA board, and pc for 

configurations, etc. Also, Table 1 shows the details of 

the selected tools used for experimental testing. 

Additionally, different sample images were 

simulated using the three different techniques 

(stationary wavelet transform, the morphological 

technique, and the proposed algorithm) for 

comparison purposes. 

 
Figure. 3 Proposed algorithm 

 

 
Figure. 4 Hardware set-up of the proposed algorithm 

 

Table 1. Selected tools used for testing 

Software Test 

tool 

 

Visual studio, openCV 2.4.11 

Hardware 

test tool 

Vivado 2017.2 

(the complete design is a parallel 

interface based on ARM and 

FPGA) 

Simulation 

tool 

 

Isim 
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4. Discussion and analysis of results 

To evaluate the proposed algorithm, a 

comprehensive experimental analysis is conducted. 

The experimental set-up uses 20 different images 

which are analysed in the first instance to extract 

features and detect any noise. Only in case of 

discrepancy between the required ranges of the 

threshold, the misclassified pixels or frame is 

processed in order to enhance its quality. The image 

processing enhancement involves noise reduction 

which augments the signal to noise ratio, then to 

highlight some features which are not visible in the 

original images, contrast balance is used. Finally, 

edge detection method aims to define the 

discontinuities in the frame for consideration. Then, 

to illustrate the performance of the three different 

methods, the 20 different images were simulated 

using SWT, Morphology and the proposed algorithm.  

The experimental results show that the output 

image using the proposed algorithm outperforms the 

other techniques in a number of important features. 

To assess the perceptual quality of the sample image, 

various features could be estimated that may 

represent subjective quality which characteristics 

could be considered as desired or unwanted. Table 2 

shows the tabulated comparison between the three 

methods in terms of edge visibility, contrast, and 

brightness. 

The results under the SWT method shows an 

ambiguity or almost unrecognizable to differentiate 

between the object and its background. While in the 

Morphology scheme, reveals partially visible the 

edge and contrast, but the object brightness is hazy. 

However, if this proposed algorithm is implemented 

the three thermal object characteristics are all 

noticeable. It shows that the enhanced thermal image 

by the applied algorithm has a more visible 

appearance and thermal object characteristics are 

more visually recognizable. The enhanced thermal 

image by the applied algorithm has a more visible 

appearance and thermal object characteristics are 

more visually recognizable. Compared to the other 

methods, the image enhanced by the algorithm 

maintains a better contrast, displays a higher 

brightness and colors to make a distinction between 

the object and its background. 

The results show in Figure 5 are the thermal 

images tested during simulation of the proposed 

algorithm. These images provide a sharper edges 

making it more readily recognizable and show the 

outlines and boundaries between the object and its 

background. Relative to this, the resulting image 

emphasizes the thermal regions of the object as 

shown by the red area without losing its visibility. To 

further justify the performance of the proposed 

method under noisy, certain thermal images are 

contaminated by Gaussian noise and subjected to 

comparison using the three methods (SWT, 

Morphology, and proposed algorithm).  

 
Table 2. Comparison of thermal object characteristics results using the three methods 

Thermal object 

characteristics 

Method 

SWT Morphology Proposed 

edge visibility partially visible partially visible detectable 

object to background contrast Ambiguous 

(no difference) 

partially distinct distinct 

object brightness almost dull vague noticeable 

 

 
 (a) (b) (c)  (d) (e) 

Figure. 5 (a) Original image, (b) integrated k-means clustering and inverted Otsu thresholding image, 

(c) heat source image, (d) Canny edge detection image, and (e) image results. 
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Figure. 6 Comparison of thermal images corrupted by Gaussian noise in different noise variances using the three methods 

(SWT, Morphology, and proposed algorithm) 

 

Table 3. Processing time using the three methods 

Methods Software 

CPU (i7 GHz), RAM (2,400 MHz) 
Hardware 

Simulation clock Frequency: 500 MHz 

SWT 166 ms 0.456 ms 

Morphology 172 ms 0.288 ms 

Proposed 158 ms 0.322 ms 

 
Table 4. Resource utilization of SWT, Morphology, and Proposed Scheme 

Logic SWT Morphology Proposed Available 

Number of slice 582 416 418 19,200 

Number of 4 input LUTs 388 400 384 19,200 

Number of fully used LUT-FF pairs 402 622 352 44,977 

Number of bonded IOBs 24 30 28 220 

Number of Block RAM/FIFO 2 2 2 32 

 

Fig. 6 shows the thermal images corrupted by 

Gaussian noise in different noise variances. Each 

noise variance tests 20 images. Since the noise 

variance is a random process, the testing repeats the 

process in 10 times and average the results. 

Table 3 shows the operating time of the three 

methods simulated to verify the three methods. Table 

4 shows the resource utilization using this FPGA-

based implementation, it shows that the designed 

memory architecture is lower than the two other 

methods. 

5. Conclusion 

The proposed algorithm aims the targets 

especially in edge and boundary segmentation 

between the object and its background. The image 

results after the proposed method is more robust to 

noise, it minimizes the misclassified pixels especially 

when contaminated in Gaussian noise variance. Also, 

the thermal regions are naturally difficult to identify 

and almost invisible to the human eyes but using this 

proposed algorithm, it can easily be detected in the 

enhanced image result. Moreover, the presented 

results show a clear improvement on processing time 

and reduce on hardware utilization compared with 

SWT and Morphology technique. 

In addition, this paper contributed to the 

development of in thermal images in visual 

recognition category and can be applied in healthcare, 

image retrieval, and data mining, likewise in 

industrial and personal robotics, manufacturing, 

scientific image analysis, and for surveillance and 

security applications. 
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