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Abstract: Recently, fractional edge detection algorithms have gained focus of many researchers. Most of them 

concern on the fractional masks implementation without optimization of threshold levels of the algorithm for each 

image. One of the main problems of the edge detection techniques is the choice of optimal threshold for each image.  

In this paper, the genetic algorithm has been used to get the optimal threshold levels for each image to enhance the 

edge detection of the fractional masks. A fully automatic way to cluster an image using K-means principle has been 

applied to different fractional edge detection algorithms to extract required number of thresholds to be optimized by 

the genetic algorithm. A performance comparison has been done between different fractional algorithms with and 

without genetic algorithm. Evaluation of the noise performance upon the addition of salt and pepper noise is 

measured through the peak signal to noise ratio (PSNR) and bit error rate (BER) simulated by using MATLAB. 

Keywords: Edge detection, Fractional systems, Soft computing techniques, Biomedical, Genetic algorithm, 

Clustering-Kmean. 

 

 

1. Introduction 

Medical imaging has gained focus of many 

researchers as it played a very important role in the 

study and early diagnosis of a lot of diseases over 

the past five decades [1]. The medical images are 

mostly used as radiographic techniques to help in 

early diagnosis, curing and studies [2]. 

Nowadays, digital image processing is 

ameliorated by using the image enhancement 

techniques for additional processing [3]. Image 

segmentation has the goal to extract the information 

which is the first step in image analysis [4]. It is the 

method of partitioning the image to extract interest 

parts in a simple and easy analyzed way [5, 6]. 

Edge detection can be deemed as one of the 

most common techniques in many applications in 

the area of image processing such as biomedical, 

radiographic images. It has the goal to distinguish 

and locate the sharp changes in brightness of an 

image [7, 8].  

Edge detection uses the integer-order differential 

methods. It could enhance the edge information 

effectively; however, it could be sensitive to noise 

and easy to lose image detail information. The 

fractional-order derivative has been applied to the 

edge detection methods to solve this problem [9]. 

It is still a major challenge in image processing 

to get the optimal threshold for each image, as these 

traditional techniques have limitations of using the 

fixed value of thresholds [10]. Soft computing as 

compared to the traditional techniques, it can deal 

with the mystery and uncertainty in image 

processing in a better way. It can build a machine 

which can work like a human to develop intelligence 

[11]. 

In this paper, the main objective is to focus on 

getting the optimal threshold for better edge 

detection through optimization technique. So, the 

optimization on different edge detection techniques 
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has been applied to prove that it’s applicable. A 

fully automatic way to cluster an image using K-

means principle has been applied to extract required 

number of thresholds. Then, the genetic algorithm 

has been used to optimize the threshold levels for 

each image. Evaluation of the noise performance 

upon the addition of salt and pepper noise is 

measured through the peak signal to noise ratio 

(PSNR) and bit error rate (BER) simulated by using 

MATLAB. 

This paper is organized as follows: section 2 

introduces the different algorithms using fractional 

edge detection. Then, the proposed method has been 

applied by using the genetic algorithm with the 

fractional edge detection. Section 3 evaluates the 

performance comparison. And section 4, the 

conclusion and future work are drawn. 

2. Material and methods  

Recently, lots of research papers concern on 

fractional calculus [12] that played a vital role in 

many fields, such as mechanics, robotics and image 

processing. The development of Fractional calculus 

has been taken from different views, and the most 

widely used definitions are the Riemann-Liouville 

(R-L), Grümwald-Letnikov (G-L), and Caputo 

fractional differentiation [13]. In [14], a new mask 

based on the Newton Interpolation’s Fractional 

Differentiation (NIFD) has been proposed and 

applied to image edge detection. According to a 

noisy image, the performance metrics showed that 

the proposed method gives a better edge information 

image than sobel and canny operator. 

Table 1 discusses the characteristics of 

fractional order vs integral order differential [15]. 

From the characteristics, the fractional differential 

could nonlinearly boost high-frequency marginal 

information, preserve nonlinearly the low-frequency 

contour feature and boost nonlinearly texture details. 

When the image is processed, it needs to keep the 

original information, improve image quality, boost 

details and texture characteristics, and keep the 

marginal details and energy as well. All these 

requirements are easy to be obtained by the 

fractional differential-based algorithm. 

 

Table 1. Fractional-order characteristics 
 Fractional 

Differentiation 

Integeral 

Differentiation 

Smooth area Non-zero Zero 

Initial point 

of gray scale 

gradient 

Non-zero Zero 

Slope Non-zero or 

constant 

Constant 

Nowadays, optimization methods are being used 

vastly in many sides of image analysis. Optimization 

can be defined as the process of obtaining the “best” 

solution to a problem [16]. Evolutionary algorithms 

are one of the popular stochastic optimization 

methods that can be used to get nearly optimal 

solutions to global optimization problems [17]. 

Evolutionary computation methods evaluate 

multiple solutions in parallel as opposed to a single 

candidate solution because of this they are good for 

global optimization techniques and are less likely to 

become stuck in a local optimum. It has many 

methods such as Genetic Algorithms, Genetic 

Programming, and Evolutionary Programming [16]. 

A fully automatic way to cluster an image using 

K-means principle is one of the clustering algorithm 

that has been applied to each image without the need 

to assign the number of clusters. It automatically 

gets a number of clusters and cluster center 

iteratively [18]. K-means is considered as one of the 

simplest and easiest unsupervised learning 

algorithms. K-means clustering algorithm iteratively 

computes a mean intensity for each class to cluster 

the data and classifies each pixel in the class with 

the closest mean to segment the image. The main 

goal is to define k centroids, one for each cluster, by 

taking each point belonging to a given data set and 

associating it to the nearest centroid until there is no 

point anymore. After that, continued in a loop until 

k centroids approach to the main point and a new 

binding has to be done between the same data set 

points and the nearest new centroid. K-means is 

easy, simple and has relatively low computational 

complexity by comparing to the Fuzzy C-means 

[18]. The flowchart for the implemented k-means 

clustering is shown in Fig. 1. 

 

 
Figure.1 Implemented k-means clustering process 

 



Received:  March 1, 2018                                                                                                                                                   160 

International Journal of Intelligent Engineering and Systems, Vol.11, No.4, 2018           DOI: 10.22266/ijies2018.0831.16 

 

Table 2. Eight algorithms using the fractional edge 

detection 

Algorithms Techniques used 

Algorithm 1 [20] Fractional_Sobel 

Algorithm 2 [21] Fractional_Mask1 

Algorithm 3 [22] Fractional_Mask2 

Algorithm 4 [23] Fractional_Mask3 

Algorithm 5 GA Fractional_Sobel 

Algorithm 6 GA Fractional_Mask1 

Algorithm 7 GA Fractional_Mask2 

Algorithm 8 GA Fractional_Mask3 

 

In this section, experiments are done on different 

types of Images using different fractional algorithms. 

The different algorithms used in this paper using 

fractional edge detection are shown in Table 2. 

The first four algorithms use different fractional 

masks. Apply each fractional mask algorithm with 

different fractional orders with edge detection. The 

first step is to read the input image, convolve the 

image with Gaussian filter, convolute the image by 

the chosen filter and then apply the fractional 

algorithm to get the output image. Table 3 shows the 

different fractional masks and the equations used for 

each one. 

Algorithm 1 uses fractional-order sobel mask. 

Sobel detection is a 1st order derivative edge 

detection method. It works by detecting edges along 

the vertical and horizontal axis individually based 

on a pair of 3×3 convolution mask [19, 20]. The 

differential form of the gradient components can be 

found along the x- and y-directions. 

 

𝑂𝑥 =
1

2
(

𝜕𝑠(𝑥+1,𝑦−1)

𝜕𝑥
+ 2

𝜕𝑠(𝑥+1,𝑦)

𝜕𝑥
+

𝜕𝑠(𝑥+1,𝑦+1)

𝜕𝑥
)  (1) 

𝑂𝑦 =
1

2
(

𝜕𝑠(𝑥−1,𝑦+1)

𝜕𝑦
+ 2

𝜕𝑠(𝑥,𝑦+1)

𝜕𝑦
+

𝜕𝑠(𝑥+1,𝑦+1)

𝜕𝑦
)  (2) 

 

The Grünwald-Letnikov definition is used by 

assuming the size of image s is M×N, and then the 

discrete form of ∇𝑣𝑠 can be represented as [20] 

 

(∇𝑣𝑠)𝑖,𝑗 = ((∆1
𝑣𝑠)𝑖,𝑗, (∆2

𝑣𝑠)𝑖,𝑗)   1 ≤ 𝑖 ≤ 𝑀, 1 ≤

𝑗 ≤ 𝑁             (3) 

 

Where 

{
(∆1

𝑣𝑠)𝑖,𝑗 = ∑ (−1)𝑛𝐶𝑛
𝑣𝑠𝑖−𝑛,𝑗

𝑛−1
𝑛=0

(∆2
𝑣𝑠)𝑖,𝑗 = ∑ (−1)𝑛𝐶𝑛

𝑣𝑠𝑖,𝑗−𝑛
𝑛−1
𝑛=0

  

       (4) 

 

Where 𝐶𝑛
𝑣  is the coefficient, n  3 is an integer 

constant and  is the gamma function, 

 

𝐶𝑛
𝑣 =

⌈(𝑣+1)

⌈(𝑛+1)⌈(𝑣−𝑛+1)
     (5) 

Algorithm 2 [21] implements Tiansi fractional 

differential gradient mask 5x5. The mask 

coefficients of the fractional differential operator are 

shown in Eq. (6): 

 

𝐶𝑠𝑛
= (−1)𝑛 ⌈(𝑣+1)

𝑛!⌈(𝑣−𝑛+1)
    (6) 

 

Algorithm 3 is an improved covering template 

of the fractional differential on x or y coordinates by 

using the G-L definition of fractional calculus, a 

generalized fractional-order filter, and modified the 

coefficient of –v to be 1/5 and that of v2-v to be 1/6, 

was presented in [22]. 

Algorithm 4 [23] proposed the combination of 

fractional-order edge detection (FOED) and a chaos 

synchronization classifier for fingerprint 

identification. It is based on the G-L definition. In 

order to overcome the limitations of the integral-

order method, FOED has been improved fingerprint 

images with the clarity of the ridge and valley 

structures. 

Then, in the other four algorithms (from 

algorithm 5 to 8) use the genetic algorithm with the 

fractional edge detection to enhance the selection of 

the threshold levels of the edge detection techniques 

for each image automatically. 

First, read the input image, then apply a fully 

automatic way to cluster an image using K-means 

principle has been applied to different fractional 

edge detection algorithms to extract required 

number of thresholds. After that, use the different 

fractional masks algorithms that used previously 

with different fractional orders to get the output 

image. And finally, use the genetic algorithm by 

initializing the population randomly, evaluating the 

fitness and then applying the selection, crossover, 

and mutation. Fig.2 shows a flowchart for the 

genetic algorithm using an automatic number of 

thresholds with different fractional masks. Table 4 

shows that genetic algorithm gets the optimal 

thresholds for each image with different types. 

3. Results and discussion  

The algorithms have been implemented in 

MATLAB using different types of Images. To 

ensure that the algorithms can work on different 

types of images, these algorithms are applied on 

medical images like MRI (Magnetic Resonance 

Image) and x-ray images. Table 5 shows the images 

that used the different fractional masks without 

optimization of thresholds. And table 6 shows the 

images use the genetic algorithm with different 

fractional edge detection to enhance the selection of 

the optimal thresholds. 
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Table 3. Fractional masks and equations used in the different fractional edge detection algorithms 

A
lg

o
ri

th
m

 

Equations 

Masks 

X-direction Y-direction 

 

Parameters  V: fractional order 

1
 

𝑂𝑥
𝑣

=
1

2
(

𝜕𝑣𝑠(𝑥 + 1, 𝑦 − 1)

𝜕𝑥𝑣

+ 2
𝜕𝑣𝑠(𝑥 + 1, 𝑦)

𝜕𝑥𝑣

+
𝜕𝑣𝑠(𝑥 + 1, 𝑦 + 1)

𝜕𝑥𝑣
) 

  𝑂𝑦
𝑣

=
1

2
(
𝜕𝑣𝑠(𝑥 − 1, 𝑦 + 1)

𝜕𝑦𝑣

+ 2
𝜕𝑣𝑠(𝑥, 𝑦 + 1)

𝜕𝑦𝑣

+
𝜕𝑣𝑠(𝑥 + 1, 𝑦 + 1)

𝜕𝑦𝑣
) 

 

(-1)nCn
v/2 (-1)nCn

v (-1)nCn
v/2 

. 
.. 

. 

. 
. 
. 

(v2-v)/4 (v2-v)/2 (v2-v)/4 

-v/2 -v -v/2 

1/2 1 1/2 

 

(-1)nCn
v/2 … (v2-v)/4 -v/2 1/2 

(-1)nCn
v … (v2-v)/2 -v 1 

(-1)nCn
v/2 … (v2-v)/4 -v/2 1/2 

2
 

 
𝑑𝑣𝑠(𝑥, 𝑦)

𝑑𝑥𝑣

≈ 𝑠(𝑥, 𝑦) + (−𝑣)𝑠(𝑥 − 1, 𝑦)

+
𝑣(𝑣 − 1)

2
𝑠(𝑥 − 2, 𝑦) + ⋯

+ (−1)𝑛
⌈(𝑣 + 1)

𝑛! ⌈(𝑣 − 𝑛 + 1)
𝑠(𝑥 − 𝑛, 𝑦) 

 
𝑑𝑣𝑠(𝑥, 𝑦)

𝑑𝑦𝑣

≈ 𝑠(𝑥, 𝑦) + (−𝑣)𝑠(𝑥, 𝑦 − 1)

+
𝑣(𝑣 − 1)

2
𝑠(𝑥, 𝑦 − 2) + ⋯

+ (−1)𝑛
⌈(𝑣 + 1)

𝑛! ⌈(𝑣 − 𝑛 + 1)
𝑠(𝑥, 𝑦 − 𝑛) 

 

(v2-v)/2 -v 0 v (v2-v)/2 

(v2-v) -2v 0 2v (v2-v) 

3(v2-v)/2 -3v 0 3v 3(v2-v)/2 

(v2-v) -2v 0 2v (v2-v) 

(v2-v)/2 -v 0 v (v2-v)/2 

 

(v2-v)/2 (v2-v) 3(v2-v)/2 (v2-v) (v2-v)/2 

-v -2v -3v -2v -v 

0 0 0 0 0 

v 2v 3v 2v v 

(v2-v)/2 (v2-v) 3(v2-v)/2 (v2-v) (v2-v)/2 

 Parameters WA and WB: covering templates on x and y coordinates respectively. 

m=2a+1, n=2b+1, a=(m-1)/2, b=(n-1)/2 

3
 

𝑑𝑣𝑠(𝑥, 𝑦)

𝑑𝑥𝑣
≈ ∑ ∑ 𝑊𝐴(𝑧, 𝑘)

0

𝑘=−2𝑏

𝑎

𝑧=−𝑎

𝑠(𝑥

+ 𝑧, 𝑦 + 𝑘) 
 

𝑑𝑣𝑠(𝑥, 𝑦)

𝑑𝑦𝑣
≈ ∑ ∑ 𝑊𝐵(𝑧, 𝑘)

𝑏

𝑘=−𝑏

0

𝑧=−2𝑎

𝑠(𝑥

+ 𝑧, 𝑦 + 𝑘) 

 

(v2-v)/6 (v2-v)/6 (v2-v)/6 

-v/5 -v/5 -v/5 

-v/5 1 -v/5 

 
 

 (v2-v)/6 -v/5 -v/5 

(v2-v)/6 -v/5 1 

(v2-v)/6 -v/5 -v/5 

 Parameters V: fractional order 

4
 

𝑑𝑣𝑠(𝑥, 𝑦)

𝑑𝑥𝑣

≈ 𝑠(𝑥, 𝑦) + (−𝑣)𝑠(𝑥 − 1, 𝑦)

+
(−𝑣)(−𝑣 + 1)

2
𝑠(𝑥 − 2, 𝑦) + ⋯

+
⌈(−𝑣 + 1)

𝑛! ⌈(−𝑣 + 𝑛 + 1)
𝑠(𝑥 − 𝑛, 𝑦) 

 
𝑑𝑣𝑠(𝑥, 𝑦)

𝑑𝑦𝑣

≈ 𝑠(𝑥, 𝑦) + (−𝑣)𝑠(𝑥, 𝑦 − 1)

+
(−𝑣)(−𝑣 + 1)

2
𝑠(𝑥, 𝑦 − 2) + ⋯

+
⌈(−𝑣 + 1)

𝑛! ⌈(−𝑣 + 𝑛 + 1)
𝑠(𝑥, 𝑦 − 𝑛) 

 

 

 
0 (v2-v)/2 0 

0 -v 0 

0 1 0 

 

 
 0 0 0 

(v2-v)/2 -v 1 

0 0 0 
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Figure. 2 Genetic algorithm 

 

Table 4. Optimal thresholds 

Algorithm 
Alzaheimer Brain 

(383x270) 

MRI Brain 

(314x348) 

Xray Hand 

(645x1024) 

GA Sobel ED 3,   16,   19 47,   128,   188,   254 6,   9,   11,   12 

Algo. 5 (v=0.2) 22,    56,    95 28,    63,   109,   140 74,   100,   130,   161 

Algo. 5 (v=0.8) 23,    77,   135 50,   100,   160,   204 104,   142,   180,   234 

Algo. 6 (v=0.2) 39,    67,    95 68,   129,   191,   254 89,   127,   168,   207 

Algo. 6 (v=0.8) 102,   176,   255 20,    36,    44,    65 96,   141,   195,   249 

Algo. 7 (v=0.2) 32,    80,   140 48,    97,   166,   216 112,   160,   208,   239 

Algo. 7 (v=0.8) 7,    17,   115 11,    58,    88,   118 18,    28,    37,   164 

Algo. 8 (v=0.2) 27,    80,   140 51,   108,   159,   206 107,   149,   191,   231 

Algo. 8 (v=0.8) 8,   15,   162 13,    63,   102,   135 3, 8, 159,   185 

 

The performance comparison is done by 

measuring the MSE & PSNR, bit error ratio and the 

execution time. The PSNR is measured between the 

noise free image and the noisy image (salt & pepper 

noise) with noise density=0.02. 

The execution time for images depends first on 

the dimension of each image, then the algorithm 

used. Fig. 3 shows the diagram of the execution time. 

We noticed that algorithms 7 & 8 take greater time, 

but it gives the best results. 

Fractional Masks improve edge detection, but 

lacks of getting optimal threshold, reduce the 

accuracy of detection such as algorithms 3 and 4 in 

table 5. Then, apply the genetic algorithm enhances 

threshold selection and improve accuracy of edge 

detection such as algorithms 7 and 8 in Table 6. 

According to the MSE in Table 7, the highest 

result in Alzaheimer Brain is algorithm 8 when 

v=0.2, MRI Brain, and XrayHand is in algorithm 7 

when v=0.2. The PSNR results in Table 7, the 

highest result in Alzaheimer Brain is algorithm 8 

when v=0.2 with percentage 22.6% with respect to 

algorithm 4 when v=0.2, MRI Brain, and XrayHand 

is in algorithm 7 when v=0.2 with percentage 19.3% 

and 17.5% with respect to algorithm 3 when v=0.2 

respectively. And the bit error rate in Table 7, the 

best algorithm is algorithm 7 when v=0.2 for MRI 

Brain, and XrayHand images. Alzaheimer Brain 

image has best results in algorithm 8 when v=0.2. 
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Table 5. Different types of Images using different fractional algorithms 

Algorithm 
Alzaheimer Brain  

(383x270) 

MRI Brain  

(314x348) 

Xray Hand  

(645x1024) 

Original 

Image 

   

Edge 

Detection 

   

Algo.1 (v=0.2) 

   

Algo.1 (v=0.8) 

   

Algo.2 (v=0.2) 

   

Algo.2 (v=0.8) 

   

Algo.3 (v=0.2) 

   

Algo.3 (v=0.8) 

   

Algo.4 (v=0.2) 

   

Algo.4 (v=0.8) 
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Table 6. Different types of images using genetic algorithm with integer and Fractional edge detection 

Algorithm 
Alzaheimer Brain  

(383x270) 

MRI Brain  

(314x348) 

Xray Hand  

(645x1024) 

GA Sobel 

ED 

   

Algo.5 

(v=0.2) 

   

Algo.5 

(v=0.8) 

   

Algo.6 

(v=0.2) 

   

Algo.6 

(v=0.8) 

   

Algo.7 

(v=0.2) 

   

Algo.7 

(v=0.8) 

   

Algo.8 

(v=0.2) 

   

Algo.8 

(v=0.8) 
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Table 6. MSE, PSNR, BER results 

 Results 

M
S

E
 

 

P
S

N
R

 

 

B
E

R
 

 
 

 
Figure.3 Execution Time in seconds for Different Images 

4. Conclusion 

Nowadays, to enhance the edge information 

effectively, many research papers use of fractional-

order differential methods with edge detection 

operators, but without optimization of threshold 

levels of the algorithm for each image. This paper 

uses an optimization technique to select the best 

threshold levels to enhance the edge detection 

algorithms based on fractional masks. From the 

PSNR and BER results, the performance 

comparison shows that the algorithms use the 

optimization technique based on fractional edge 

detection is better than the fractional edge detection 

algorithms as it gets the optimal threshold levels for 

different types of image. 

In the future, this proposed work could be 

extended by using: a) Soft computing techniques to 

determine the depth and intensity for the cracks, and 

radiographic images. b) Hybrid soft computing 

techniques to get enhance the performance for the 

optimal thresholds. 
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