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Abstract: A new method based on the coupling of discrete wavelets (DWT) and artificial neural networks with 

perceptron multilayers (ANN-PMC) is proposed to predict the groundwater level. The relative performance of the 

DWT-ANN-PMC model has been regularly compared to artificial neural network (ANN-PMC) and multiple linear 

regression (MLR) models. Precipitation, temperature and average groundwater level are the variables introduced to 

explain and validate the models, with a monthly time step for the period March 1980 to March 2014 at two sites in 

the Plain of Saïss. The results of the study indicate the potential of DWT-ANN-PMC models in the prediction of 

groundwater levels. The forecast results indicate that the coupled wavelet neural network (WN) models were the best 

models for forecasting SPI values over multiple lead times in the Saïss Plain. It is recommended that further studies 

should explore this proposed methodology, which may in turn be used to facilitate the development and 

implementation of more effective strategies for the sustainable management of groundwater. 
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1. Introduction 

Sustainable management of groundwater 

resources in conjunction with surface waters in a 

watershed is very important to ensure the 

sustainability of a surface and groundwater resource 

pool [1]. A reliable forecast of groundwater levels is 

an essential parameter in the planning and 

implementation of groundwater the precise 

prediction of groundwater levels is essential for 

sustainable use and management of essential 

groundwater resources. Given that groundwater is 

hidden and that groundwater has great temporal and 

spatial variability, the modeling of groundwater 

fluctuations is a very difficult task. Over the past 

decade, tools such as ANN and statistical techniques 

such as MLR have attracted the attention of some 

hydrologists and hydrologists for purposes of 

forecasting / forecasting, due to their parsimony in 

the data requirement, Simplicity and profitability. 

Although several studies have been published in the 

literature that use the MLR as a modeling technique 

in the field of surface water hydrology [2], the use 

of the MLR technique in groundwater modeling is 

very limited in (1978) used the MLR for the 

simulation of groundwater responses in the Vryburg 

aquifer in South Africa by considering precipitation 

and pumping as input parameters. A full review of 

the application of the ANN to hydrology can be 

found in the reports of the ASCE Control 

Committee [3] and in [4]. In the past, several 

researchers have successfully used ANN for 

predicting groundwater levels in undefined networks 

[5 - 12]. Coulibaly et al. [5] have developed four 

types of ANN models, namely: the input delayed 

neural network (IDNN), the recurrent neural 

network (RNN), the radio-resistant basic network 

(RBF) and the probabilistic neural network (PNN) 
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to limit groundwater fluctuations Four observations 

in the Gondo Aquifer, Burkina Faso, Africa. The 

depth, precipitation, temperature and water level of 

the river were used as inputs for the networks, and it 

was found that the generalized RBF network is not 

suited to the modeling at the level of the " While 

IDNN and PNN are effective for predictions up to 2 

months ahead. Lallahem et al. [6] developed a feed-

forward multi-layered network with a standard back-

propagation algorithm to estimate soil water levels 

in 13 piezometers installed in the unconfined 

limestone aquifer in northern France, Using the 

monthly variations of fall, temperature and potential 

evapotranspiration. Daliakopoulos et al. [7] (2005) 

and Affandi et al. [9] compared different types of 

back-propagation algorithms to predict fluctuations 

in water level and found that the ANN model's 

performance improved from the gradient-progeny 

algorithm to the Levenberg algorithm -Marquardt, 

but decreased in the case of the RBF algorithm. 

Nayak et al. [8] developed feed-forward multi-layer 

networks, formed with standard back-propagation 

algorithms, for predicting groundwater level 

fluctuations at two sites in a shallow confined 

aquifer of the Central Godavari system Delta, 

southern India, using different groundwater levels 

Delays, precipitation and canal flows as inputs to the 

model. Krishna et al. [10] used feed-forward and 

RBF networks neural networks, with Levenberg-

Marquardt training algorithms and Bayesian 

regularization, to predict water levels one month in 

advance in six wells installed in A non-confined 

branch in Andhra Pradesh, southern India. Monthly 

precipitation, temperature and evapotranspiration 

were used as inputs, and the neural network feeding 

with the Levenberg Marquardt algorithm was 

deemed suitable for predicting water levels in the six 

wells. Sethi et al. [12] developed feed-forward 

multilayer networks, with gradient-descent back-

propagation algorithms. With the impetus to predict 

the depths of groundwater in 64 wells dug in the 

Munijhara micro-basin at Orissa, Similarly, several 

researchers have used ANN to predict groundwater 

levels in confined aquifers [13; 14], in leaking 

aquifers [15; 16] and in multi-layer aquifers. In 

recent years, the conjunction of wavelet 

transformation and ANN techniques has been 

successfully implemented in hydrological 

applications [18-24]. The wavelet transform is 

another technique which can analyze a signal in time 

and frequency in order to overcome the 

disadvantages of the conventional Fourier transform. 

The wavelet transform allows efficient 

decomposition of time series so that decomposed 

data can increase the performance of hydrological 

prediction models by capturing useful information 

on different resolution levels [22]. Adamowski and 

Sun [21] proposed a method based on the coupling 

of discrete wavelet transforms and ANN for flux 

prediction for non-perennial rivers in semi-arid 

watersheds. The performance of coupled neural 

network models (DWT-ANN) was compared to 

ANN models for flow forecasting. They found that 

DWT-ANN models provided more accurate flow 

forecasts than ANN models. Adamowski and Chan 

[19] proposed a method coupling the discrete 

wavelet transform and the ANN for the monthly 

water level forecast underground. By comparing 

Coupled Coupled Neural Network (DWT-ANN) 

models with ANN and ARIMA models for 

groundwater prediction, they found that DWT-ANN 

models provided more accurate mean predictions of 

groundwater Models ANN and ARIMA. 

Adamowski and Prasher [20] compared vector 

support regression (SVR) and wavelet networks 

(WN) for daily runoff prediction in a mountainous 

watershed. They found that the best WN model was 

slightly better than the best SVR model. Okkan [23] 

developed a hybrid model using a discrete wavelet 

transform (DWT) and advanced neural networks 

(FFNN) for the monthly prediction of runoff. It was 

found that hybrid models successfully predicted 

monthly runoff series and gave good predictive 

performance over conventional methods, including 

FFNN, multiple linear regression (MLR), combined 

wavelet-MLR model, and networks Neurons based 

on PMC. Therefore, the focus of this study was to 

evaluate the effectiveness of three data-based 

approaches such as MLR, ANN and DWT-ANN-

PMC, to predict the spatial-temporal distribution of 

water levels In a groundwater basin, using relevant 

actual data. In the present study, the standard 

modeling protocols MLR, ANN and DWT-ANN-

PMC were strictly followed and all real world data 

were considered inputs to the models. The Fez-DRH 

and Ain Bittit in the Saïss Plain described above. 

This study demonstrates a scientifically rational 

methodology for the evaluation of three approaches 

focused on the data (modeling tools) to simulate 

groundwater levels using real world data. 

2. Methodology 

2.1 Wavelet transforms method 

Wavelets are mathematical functions that give a 

time-scale representation of the time series and their 

relationships to analyze time series that contain non-

stationary. Wavelet analysis allows the use of long 

time intervals to obtain low frequency information 
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and shorter intervals for high frequency information. 

Wavelet analysis is capable of revealing aspects of 

data such as trends, breakpoints, and discontinuities 

that other signal analysis techniques may lack. In 

addition, it can often compress or denoise a signal. 

The basic objective of wavelet transforms is to 

obtain a complete time-scale representation of 

localized and transient phenomena occurring at the 

time scale [25]. An important step in the use of 

wavelet transforms is the choice of a mother wave 

(at ψ). 

2.2 The Discrete Wavelet Transform (DWT) 

As alternative, in prediction applications, the 

discrete wavelet transform (DWT) is used, due to its 

simplicity and reduction of computation time. DWT 

scales and positions are generally based on powers 

of two (dyadic scales and positions). This is done by 

modifying the wavelet representation at [26] : 

 

𝜑𝑗, 𝑚(𝑚) =
1

√|𝑠0
𝑗

|

∑ 𝜑𝑘 (
𝑘−𝑚𝜏0𝑠0

𝑗

𝑠0
𝑗 ) 𝑥(𝑘),           (1) 

 
Where j and m are integers that control size and 

translation, respectively, while s0> 1 is a fixed 

expansion step and τ0 is a translation factor that 

depends on the above-mentioned expansion step.  

One of the challenges inherent in using DWT for 

forecasting applications is that if we change the 

values at the beginning of our time series, then all of 

the wavelet coefficients will change. To overcome 

this problem, a redundant algorithm, called a "hole" 

algorithm, can be used, given by [27]: 
 

𝐶𝑖+1(𝑘) = ∑ ℎ(𝑙)𝑐𝑖
+∞
𝑙=−∞ (𝑘 + 2𝑖𝑙),            (2) 

 

Where h is the low-pass filter and the finest 

scale is the original time series. To extract the 

information, Wi (k), which has been eliminated in 

( 𝐸𝑞.  4), the smoothed version of the signal is 

subtracted from the coarse signal that preceded it, 

given by [28] 

 

𝑤𝑖(𝑘) = 𝐶𝑖−1(𝑘) − 𝐶𝑖(𝑘),                     (3) 

 

Where ci (k) is the approximation of the signal and 

ci-1 (k) is the coarse signal. Each application of 

(𝐸𝑞.  3) and (𝐸𝑞.  4) creates a smooth approximation 

and extracts a higher level of detail. Finally, the 

non-symmetric Haar wavelet can be used as a low-

pass filter to prevent future information from being 

used during decomposition [29]. 

 

Table 1. Models evaluated for the prediction of 

groundwater level 

Models Input Variables  
Predicted 

Variable 

Mod1 
[P(t,), T(t), GWL(t)] ; 

[P(t-1), T(t-1), GWL(t-1)] ; 
GWL(t+T) 

Mod2 

[P(t,), T(t), GWL(t)] ;  

[P(t-1), T(t-1), GWL(t-1)] ; 

[P(t-2), T(t-2), GWL(t-2)] ; 

GWL(t+T) 

Mod3 

[P(t,), T(t), GWL(t)] ;  

[P(t-1), T(t-1), GWL(t-1)] ; 

[P(t-2), T(t-2), GWL(t-2)] ; 

[P(t-3), T(t-3), GWL(t-3)] ; 

GWL(t+T) 

Mod4 

[P(t,), T(t), GWL(t)] ;  

[P(t-1), T(t-1), GWL(t-1)] ; 

[P(t-2), T(t-2), GWL(t-2)] ; 

[P(t-3), T(t-3), GWL(t-3)] ; 

[P(t-4), T(t-4), GWL(t-4)]. 

GWL(t+T) 

 

2.3 Design of the model 

The first step in designing the model was to 

choose the input variables. For this, four models 

were constructed and tested (Table 1), the Mod4 

model was retained with respect to its preliminary 

performances. 

2.4 Comparison of model performance 

2.4.1. Evaluation of model performance 

The performance of a model derived from a 

learning method is evaluated by its ability to predict 

or generalize [30]. Indeed, performance criteria 

measure the quality or confidence that can be 

attributed to the results of a forecast, even within a 

legal framework of certification [31]. The 

coefficient of determination (R2) (Eq. (5)), the mean 

square error (RMSE)  (Eq. (6)) and the Nash-

Sutcliffe (Nash) coefficient(Eq. (7)) were used to 

compare model performance and choose the best. 

 

𝑅2 = 1 −
∑ (𝑦0−𝑦𝑒)2𝑁

𝑖=1

∑ (𝑦0−𝑦̅0)2𝑁
𝑖=1

                            (4) 

 

𝑅𝑀𝑆𝐸 = √∑ (𝑦0−𝑦𝑒)2𝑁
𝑖=1

𝑁
                         (5) 

 

𝑁𝑎𝑠ℎ = 1 −  
∑ (𝑦𝑒−𝑦̅𝑒)2𝑁

𝑖=1

∑ (𝑦0−𝑦̅0)2𝑁
𝑖=1

                     (6) 

 

Where yo, ye and N are the SPI values observed, the 

estimated SPI values and the number of data, 

respectively. In the efficiency coefficient of the 

model of, an efficiency of 1 corresponds to a perfect 
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Figure.1 Architecture of the DWT-ANN-PMC 3 model selected for the GWL forecast at the two stations Fez-DRH and 

Ain Bittit 

 

correspondence of the predicted data with the 

observed data. 

2.5 Data collection 

The PMC-ANN and Model DWT-ANN-PMC in 

this study were developed using hydrological and 

meteorological variables. Specifically, the data used 

in this study consisted of total monthly precipitation 

(mm), mean monthly temperature (° C), and average 

monthly groundwater levels (mm). 

2.6 Development of models 

2.6.1. The model of artificial neural networks (ANN-

PMC) 

For the model architecture based on the 

Artificial Neural Network (ANN-PMC), simple 

three-layer architecture was chosen since it was 

found that a three-layer model is sufficient for 

prediction and simulation in the field of water 

sciences [31].  ANN-PMC models were formed and 

evaluated on the basis of different combinations of 

time series and the number of neurons in the hidden 

layer of the model. The input parameters consisted 

of various combinations of the following physical 

variables: mean monthly temperature (T), monthly 

precipitation total (P), and monthly groundwater 

average (GWL). The various combinations of these 

variables of the current month (t), from 1 month 

before (t-1), from 2 months before (t-2), from 3 

months before (t-3) and from 4 months before (t -4) 

were tested. The models were then compared using 

statistical measures of the quality of the fit described 

previously. For the ANN-PMC models, the data 

series were divided into a learning series (November 

2002 to June 2008), a validation part (July 2008 to 

February 2009), and another part for model testing 

(March 2009 to October 2009). 

2.6.2. Model DWT-ANN-PMC 

The DWT-ANN-PMC models are the ANN-

PMC models that use, as inputs, sub-components of 

the series (DWs), which are derived from the DWTs 

of the original time series data. As already 

mentioned, the DWT was used in this study because 

it requires less computational effort than the CWT. 

One of the advantages of the DWT-ANN-PMC 

method compared to the ANN-PMC method is its 

ability to identify data components in a time series 

as irregular components with multi-level wavelet 

decomposition [30]. 

2.6.3. Wavelet decomposition 

In the proposed model DWT-ANN-PMC, the 

database variables for each rainfall station and the 

two piezometers were broken down into subsets of 

approximations and details (DWS). The process 

consists of a number of successive steps of filtering. 

The original series of the database are first 

decomposed into an approximation and 

accompanying detail signal. The decomposition 

process is then iterated, with successive 

approximation signals being decomposed in turn. 

As a result, the original series of the database   

are broken down into several low-resolution 

components. When performing wavelet analyzes, 

the number of decomposition levels that is 

appropriate for the data must be chosen. A method 

commonly used to determine the number of 
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Table 2. Different combinations of DWT-ANN-PMC models tested for GWL prediction 

Models tested Inputs Variables 
Predicted  

element 

DWT-ANN-PMC1 

(D2)[P(t,), T(t), GWL(t)] ;           (A2) [P(t,), T(t), GWL(t)] ; 

(D2) [P(t-1), T(t-1), GWL(t-1)] ; (A2) [P(t-1), T(t-1), GWL(t-1)] ; 

(D2) [P(t-2), T(t-2), GWL(t-2)] ; (A2) [P(t-2), T(t-2), GWL(t-2)] ; 

(D2) [P(t-3), T(t-3), GWL(t-3)] ; (A2) [P(t-3), T(t-3), GWL(t-3)] ; 

(D2) [P(t-4), T(t-4), GWL(t-4)] ;(A2) [P(t-4), T(t-4), GWL(t-4)] 

GWL(t+T) 

DWT-ANN-PMC2 

(D2)[P(t,), T(t), GWL(t)] ;           (A2) [P(t,), T(t), GWL(t)]  ;  

(D2) [P(t-1), T(t-1), GWL(t-1)] ; (A2) [P(t-1), T(t-1), GWL(t-1)] ; 

(D2) [P(t-2), T(t-2), GWL(t-2)] ; (A2) [P(t-2), T(t-2), GWL(t-2)] ; 

(D2) [P(t-3), T(t-3), GWL(t-3)] ; (A2) [P(t-3), T(t-3), GWL(t-3)] ; 

(D2) [P(t-4), T(t-4), GWL(t-4)] ;(A2) [P(t-4), T(t-4), GWL(t-4)] ; 

(D1)[P(t,), T(t), GWL(t)] ;  

(D1) [P(t-1), T(t-1), GWL(t-1)] ; 

(D1) [P(t-2), T(t-2), GWL(t-2)] ;  

(D1) [P(t-3), T(t-3), GWL(t-3)] ;  

(D1) [P(t-4), T(t-4), GWL(t-4)] ; 

GWL(t+T) 

DWT-ANN-PMC3 

(A2)[P(t,), T(t), GWL(t)] ;             

(A2)[P(t-1), T(t-1), GWL(t-1)] ; 

(A2) [P(t-2), T(t-2), GWL(t-2)] ;; 

 (A2) [P(t-3), T(t-3), GWL(t-3)] ;  (A2) [P(t-4), T(t-4), GWL(t-4)] 

GWL(t+T) 

 

decomposition levels is based on the signal length 

[32] and is given by L = int [log (N)], where L is the 

decomposition level and N is the length of the signal. 

Some DWT-ANN-PMC models have been 

evaluated (Table   2). The DWT-ANN-PMC 3 

model was selected for its preliminary performance. 

The training in this study comprised between 

380 and 432 samples (samples varied according to 

the number of entries for each weather station). 

Thus, the rate of decomposition was selected as L = 

2. As discussed in the previous section the "a hole" 

wavelet algorithm with a Haar low-pass filter was 

used to create four sets of subseries d Wavelets. 

These three subsets include a low frequency 

component (the approximation) used to uncover the 

trend of each signal and two high frequency 

components (the details) used to uncover the 

periodicity of the signal. 

All decomposed subseries have been added 

together to generate a time series and used as input 

for the DWT-ANN-PMC model. Using the sum of 

all sub-series as an entry in this study yielded more 

accurate results than the use of certain sub-series or 

subseries that had the strongest correlations with the 

original time series. 

In this research, DW1 and DW2, as well as the 

approximate series, were summed and used as inputs 

in ANN-PMC models. For the DWT-ANN-PMC 

model, the ANN-PMC networks that were 

developed consisted of an input layer, a single 

hidden layer, and an output layer comprising a 

corresponding node at the level of the DWT- 

underground water. Input nodes consisted of various 

combinations of the following variables: the DW 

series sum (and approximate series) of mean 

temperature, total precipitation, and the average of 

the groundwater level (current month, The previous 

month, ranging from 2 months before, 3 months 

before and 4 months before). As with the ANN-

PMCs Regular Force, each model was tested on a 

trial and error basis to determine the optimal number 

of hidden layer neurons based on different 

combinations of variables in the input layer Of the 

model and the number of neurons in the hidden 

layer of the model. The optimal number of neurons 

was found to be 2 for all models. For the DWT-

ANN-PMC model, data series were divided into a 

learning series (November 2002 to June 2008), (July 

2008 to February 2009) for validation, and the series 

(March 2009 to October 2009) for Test the model. 

2.7 Comparison with the multiple linear 

regression model (MLR) 

To evaluate the performance of the DWT-ANN-

PMC model, a comparison with other more classical 

models, essentially the multiple linear regression 

(MLR) model, was used. The application of this 

model was made on the same sets of data used in the 

neural method for the two phases of modeling. 

The MLR model for groundwater level 

prediction for the two study sites was developed 

using statistica software [33]. Multiple linear 

regression (MLR) is a generalization of the simple 

regression model when the explanatory variables are 
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finite. It consists in finding a linear equation linking 

the variable to be modeled (variable to be explained 

or endogenous) to the matrix of inputs or 

(explanatory or exogenous variables). The specific 

MLR models were developed using variables (total 

monthly precipitation, monthly mean temperature 

and groundwater levels) as independent variables, 

and groundwater levels in the two study sites as 

dependent variables. A total of 70% of the data 

covering the period 1980-2014 was used for training 

and 30% of the data (for the period 2003-2004) were 

used for the tests. 

For the first modeling step, we took the set of 

data used during the learning and testing of the 

ANN-PMC model for the application of multiple 

linear regressions.  

For the second modeling step, the inputs 

variables are:  

 

[P (t,), T (t), GWL (t)];  

[P (t-1), T (t-1), GWL (t-1)];  

[P (t-2), T (t-2), GWL (t-2)];  

[P (t-3), T (t-3), GWL (t-3)];  

[P (t-4), T (t-4), GWL (t-4)],  

 

The output variable is GWL (t + 1). 

  

Fig. 2 shows the comparison between the 

predicted and observed GWLs for the validation 

phase for successive forecast periods at t + 1, t + 2 

and t + 3. By increasing the prediction time (t + 1, t 

+ 2 to t + 3), the coefficient of determination R² is 

reduced between the observed and the estimated 

values and an increase in the MAE and RMSE 

errors. Consequently, a scattering of the cloud of 

points around the curve is noted which indicates a 

decrease in the correlation between the predicted 

GWL values and those observed. The model 

becomes divergent by accumulation of forecast 

errors by lengthening the forecasting time. 

3. Results and discussion 

For the two study sites (Fez-DRH and Ain Bittit), 

the DWT-ANN-PMC models proved their best 

performance with more accurate and accurate results 

for groundwater level prediction than ANN-PMC 

models and Models during the different time scales 

(1 month, 2 months and 3 months). 

For both study sites, the best DWT-ANN-PMC 

models were based on variables such as total 

precipitation for the current month, the previous 

month 2, 3, and 4 months before; The average 

temperature of the current month, the previous 

month 2, 3, and 4 months before; And the average 

level of groundwater from the current month the 

previous month 2, 3, and 4 months before. 

The best DWT-ANN-PMC models for both 

study sites had 10 neurons in the hidden layer. For 

both study sites, the best ANN model had the same 

variables as the best DWT-ANN-PMC model for 

both sites. The best models for ANN and MLR for 

the two sites had respectively 10 and 15 neurons in 

the hidden layer. 

The best DWT-ANN-PMC models for the Fez-

DRH and Ain Bittit sites had a RMSE test of 0.04 m 

and 0.09 m respectively and were superior to the 

best ANN model and the MLR model, which had a 

test RMSE of 0.309 m and 0.321 m for the Fez-

DRH site and m and 0.338 0.370 m for the Ain Bittit 

site. Lower RMSE values (with 0 being a perfect fit 

value) indicate that the best DWT-ANN-PMC 

model had smaller differences and differences 

between the predicted groundwater level and the 

groundwater levels observed over the two Sights in 

La Saïss Plain. 

 

 
(a) 

 

 
(b) 

 

 
(c) 

Figure.2 Comparisons between the predicted GWL t 

observed for the validation phase of the MLR model at 

the Fez-DRH site: (a) t+1, (b) t+2, and (c) t+3 

 



Received:  July 4, 2017                                                                                                                                                       226 

International Journal of Intelligent Engineering and Systems, Vol.10, No.5, 2017           DOI: 10.22266/ijies2017.1031.24 

 

Table 3. Comparison of the best results of the ANN-PMC, DWT-ANN-PMC and MLR models for the prediction of 

the groundwater level for 1 month at the two stations Fez-DRH and Ain Bittit during the period 1980-2014 

 
 

Table 4. Comparison of the best results of the ANN-PMC, DWT-ANN-PMC and MLR models for the prediction of 

the groundwater level for 2 months at the two stations Fez-DRH and Ain Bittit during the period 1980-2014 

 
 

Table 5. Comparison of the best results of the ANN-PMC, DWT-ANN-PMC and MLR models for the prediction of 

the groundwater level for 3 months at the two stations Fez-DRH and Ain Bittit during the period 1980-2014 

 
 

The best DWT-ANN-PMC models for the Fez-

DRH and Ain Bittit sites had an R2 test of 0.999 and 

0.998, respectively and were superior to the best 

ANN and MLR models, which had an R2 0.889 and 

0.759 for the Fez-DRH site and 0.996 and 0.995 for 

the Ain Bittit site. The best DWT-ANN-PMC 

models for the Fez-DRH and Ain Bittit sites had an 

Nash-test of 0.987 and 0.986, respectively and were 

superior to the best ANN model and the MLR model, 

which had An Nash-test of 0.574 and 0.540 for the 

Fez-DRH site and 0.982 and 0.979 for the Ain Bittit 

site. The values of R2 and Nash indicate the 

superiority of the DWT-ANN-PMC model 

compared to other models. 

The tables 3, 4 and 5 show too the comparison 

of the correlation coefficients between the observed 

values and the estimated values obtained by the two 

forecast models ANN and MLR. The correlation 

coefficients indicate the best performance and 

convergence of the neural network model with 

respect to the multiple regressions. 

The advantage of the neural network is that on 

the basis of the exogenous variables one can 

calculate several endogenous variables whereas the 

multiple linear regressions makes it possible to 

calculate only one endogenous variable at a time. 

Modeling by artificial neural networks indicates 

 

Station

model ANN-PMC SWT-ANN-PMC MLR ANN-PMC SWT-ANN-PMC MLR

R2 0,889 0,999 0,743 0,996 0,998 0,995

Nash 0,574 0,987 0,54 0,982 0,987 0,978

RMSE 0,309 0,04 0,321 0,338 0,275 0,374

MAE 0,012 0,004 0,019 0,114 0,075 0,14

Time scale

1 Month

Comparison of 

performance 

between 

models

Fez-DRH Ain Bittit

0

0,5

1

1,5

ANN-PMC SWT-ANN-PMC MLR
0

1

2

ANN-PMC SWT-ANN-PMC MLR

Station

Model model-ANN-PMC model-SWT-ANN-PMC model-RLM model-ANN-PMC model-SWT-ANN model-RLM

R2 0,851 0,981 0,759 0,995 0,996 0,995

Nash 0,46 0,967 0,323 0,978 0,983 0,979

RMSE 0,764 0,128 0,834 0,383 0,09 0,37

MAE 0,277 0,006 0,153 0,146 0,008 0,137

Time scale

Comparison of 

performance 

between 

models

2 Months

Fez-DRH Ain Bittit

0

0,5

1

1,5

ANN-PMC SWT-ANN-PMC MLR

0

0,5

1

1,5

ANN-PMC SWT-ANN-PMC MLR

Station

model ANN-PMC SWT-ANN-PMC MLR ANN-PMC SWT-ANN-PMC MLR

R2 0,812 0,969 0,739 0,985 0,989 0,984

Nash 0,434 0,986 0,291 0,981 0,955 0,977

RMSE 0,754 0,083 0,85 0,36 0,15 0,394

MAE 0,044 0,005 0,124 0,129 0,022 0,155

Time scale

Comparison of 

performance 

between 

models

3 Months

Fez-DRH Ain Bittit

0

0,5

1

1,5

ANN-PMC SWT-ANN-PMC MLR

0

0,5

1

1,5

ANN-PMC SWT-ANN-PMC MLR
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Table.6 Comparisons of the predicted GWL and GWL values observed for 1 month ahead at the two Fez-DRH and Ain 

Bittit stations by the three ANN-PMC, DWT-ANN-PMC and MLR model 

 
 

a good correlation between the observed values and 

the estimated values. As a result, the ANN model 

has better predictive power compared to 

conventional models such as MLR. 

The comparison of the groundwater level 

observed with the groundwater level predicted 

during the trial period at the two sites Fez-DRH and 

Ain Bittit for the best models DWT-ANN-PMC, 

ANN-PMC and MLR respectively (Table   3, 4 and 

5), Shows that the best ANN-PMC model and the 

best MLR model tend to over-forecast the 

groundwater level for both stations, while the DWT-

ANN-PMC model provides estimates closer to the 

Groundwater observed corresponding. 

The Fig. 6 and the table 7 of dispersion diagrams 

comparing observed and predicted groundwater 

level values based on the DWT-ANN-PMC, ANN-

PMC and MLR models for 1 month ahead of the test 

period on both Sites Fez-DRH and Ain Bittit. 

It is clear that the DWT-ANN-PMC model has 

less dispersed estimates and that values are denser in 

the vicinity of the straight line than the ANN-PMC 

model and the MLR model. Overall, the best DWT-

ANN-PMC model at the two study sites yielded 

more accurate forecasting results than the best 

ANN-PMC model and the best MLR model for 

water level prediction underground with a delay of 1 

month in advance. 

 

4. Conclusions 

In this research, a new method based on the 

coupling of discrete wavelet transform (DWT) and 

artificial neural networks (ANN-PMC) for 

groundwater level prediction applications has been 

proposed to help managers plan Watershed 

management and to manage the supply of 

groundwater in a more efficient and sustainable way. 

DWT-ANN-PMC models were compared to regular 

ANN-PMC models and MLR models for average 

groundwater level predictions for different time 

scales of 1, 2 and 3 months at two Fes-DRH and Ain 

sites Bittit in the Plain of Saïss. 

The hybrid models of DWT-ANN-PMC was 

developed by the combination of two methods, 

namely discrete wavelet transform and artificial 

neural networks. Using the discrete wavelet 

transform, each of the original data series was 

broken down into a component series that carried 

out most of the information, which was then used in 

prediction through artificial neural networks. 

The discrete wavelet transform allowed most 

"noisy" data to be eliminated and facilitates the 

extraction of quasi-periodic and periodic signals in 

the original data time series. This study revealed that 

the best DWT-ANN-PMC model was clearly more 

accurate than the best ANN-PMC model and the 

best MLR model. It is hypothesized that DWT- 
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Table.7 Scatter plots Comparison of observed and predicted GWL values for three models at Ain Bittit during 

the test and validation period1 

 
 

ANN-PMC models are more accurate because 

wavelet transforms provide useful decompositions 

of the original time series, and transformed wavelet 

data improves the performance of the ANN-PMC 

prediction model by analyzing the useful 

information on the different levels of decomposition. 

The results of the precise forecasts for the two Ain 

Bittit and Fez-DRH sites in the Saïss Plain indicate 

that the DWT-ANN-PMC method is a potentially 

very useful new method for predicting the 

groundwater level. 

The very precise groundwater level prediction 

models such as the DWT-ANN-PMC model 

developed in this study are useful as very powerful 

means for predictive management of groundwater 

resources in semi-arid regions. Of great socio-

economic interest, this ANN model helps decision-

makers make good forecasts of water reserves 

mainly in the short term. These forecasts may be 

part of a development project that can be used to 

provide useful precautions by installing 

underground dams or lakes, providing for inter-

basin water transfers or artificial groundwater 

recharges. 
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