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1. Introduction

Consider the linear autonomous control system whose state equation is

ẋ(t) = Ax(t) + Bu(t),x(t) ∈ Rn,u(t) ∈ Rm, (1.1)

and an output equation has the form

y(t) = Cx(t),y(t) ∈ Rp. (1.2)

Here Rn, Rm, Rp are real linear spaces of vector-columns of dimensionalities
n, m, p; x(t) = (x1(t), ..., xn(t))T , u(t) = (u1(t), ..., um(t))T , y(t) = (y1(t), ...,
yp(t))

T are vectors of states, inputs, and outputs; A : Rn → Rn, B : Rm →
Rn, C : Rn → Rp are real linear maps of appropriate spaces.

Introduce into system (1.1) a linear feedback under the law

u(t) = Ky(t) = KCx(t), (1.3)

where K : Rp → Rm is a real linear operator. Then we have the so-called
closed-loop control system ẋ(t) = (A + BKC)x(t), whose properties completely
are determined by properties of the operator A + BKC. If the operator C is
irreversible, then feedback (1.3) is called an output feedback; in opposite case
feedback (1.3) it is called a state feedback.
————————————————–
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Fix any bases in spaces Rn, Rm, and Rp; then the triple of operators A,B,C
will be represented in the chosen bases by matrices A ∈ Rn×n, B ∈ Rn×m, and
C ∈ Rp×n. Further, we will adhere only to these denotations.

Let In ∈ Rn×n be the identity mapping. Denote by fi(K) the sum of all
principal minors of order i of matrix A+BKC, where 1 ≤ i ≤ n.

Feedback design problem. It is necessary to construct a real matrix K ∈ Rm×p
such that the characteristic polynomial of the matrix A + BKC would coincide
with a desired real polynomial of degree n:

det(λIn −A−BKC) ≡ λn − f1(K)λn−1 + ...+ (−1)nfn(K)

= λn + d1λ
n−1 + ...+ dn; d1, ..., dn ∈ R.

Thus, the feedback design problem is reduced to research of the system of
equations

−d1 = f1(K), d2 = f2(K), ..., (−1)ndn = fn(K). (1.4)

The feedback design problem of linear control laws for linear control systems
(there are other names of this problem: pole placement by static output feedback
or modal control problem) was first formulated in the strict statement by R. E.
Kalman in his lecture at the 1th IFAC World Congress in 1960. The concepts of
the controllability and observability were base concepts for this statement, which
were first also introduced by R. E. Kalman at the same 1th IFAC World Congress.
Importance of the controllability and observability conditions exist in that these
conditions are necessary for solvability of the feedback design problem.

In our opinion, the whole development period of the modal control theory for
finite-dimensional systems can be separated on four stages.

The first stage began approximately in 1960 (from the moment of the strict
statement of this problem by R. E. Kalman) and continued to 1967, when W.
M. Wonham [12] proved the theorem that if the state feedback control is used,
then the complete controllability is a necessary and sufficient condition for the
solvability of modal control problem; article [12] is a starting point for book [13],
in which the author applied linear algebra tools to the solution of practical tasks
of linear control theory.

The second stage (approximately 1968 – 1975) is already characterized by
research of the output feedback design problem (the vector of states is inaccessible
to direct observation). Here, the most essential result was given by H. Kimura [6],
which proved that if m+ p > n, then the pole placement problem for the closed-
loop control system almost always has a real solution. The majority of articles for
this period differ by a linear approach, which was actively used. (The basic idea
of this linear approach consists in that the control system in the state space is
transformed so that coefficients of the characteristic polynomial of the closed-loop
system (or even their part) linearly depended on the coefficients of matrix K.)

The third development stage is a twelve-years period (approximately 1976 –
1987), which is characterized that L. R. Fletcher et al. [5, 7] found the necessary
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and sufficient solvability conditions of the modal control problem in the case
m + p > n and the following restriction: a spectrum of the closed-loop system
contains only different eigenvalues.

Note that in the papers [5,7] it was actually shown that if condition m+p > n
is not fulfilled, then the feedback design problem becomes substantially nonlinear
(the linear approach mentioned above in this case is not suitable) and for a solution
of this problem it is necessary to apply completely other methods.

The use of these methods began in 1981 when the mathematicians R. W.
Brockett and C. I. Byrnes [4] first essentially applied exterior algebra tools to
the modal control problem. Here the solvability conditions of the modal control
problem for the case mp = n were found. Their paper was the exact beginning
of the fourth stage, which had been used to the end of twentieth century. Among
the large number of publications on applications of exterior algebra in the modal
control theory, it should be noted the significance of X. Wang [10, 11], which for
general linear systems proved the solvability of the feedback design problem in the
case mp ≥ n. However, in articles [4,10,11] of any recommendations for practical
realization of these new ideas it were not offered. (An attempt of the development
constructive procedure of solution of the feedback design problem in the case
mp = n was undertaken in [1]. In addition, the constructive procedure of solution
of the feedback design problem in the case mp > n was offered in [2].)

An important problem, which can arise up at the solution of feedback design
problem, is a robustness problem of the got matrix K [2, 3, 9]. It is clear that for
research of the robust properties of this matrix methods using transformations of
coordinates become practically useless. (Essentially, the robustness problem is the
design problem of matrixK for system (1.1), (1.2) depending on some parameters:
A(Θ), B(Θ), C(Θ), where Θ is a parameter vector.) Therefore, it is desirable to
derive such equations for the feedback design problem solution, which will not
depend on transformations of coordinates in the space state. These equations we
will call invariant.

2. Equations of feedback design problem

Without loss of generality we can consider that the matrix A in system (1.1)
is reduced to the diagonal form

A→ S−1AS = diag(λ1, ..., λn)

by the invertible transformation S ∈ Cn×n. (In this case the matrices B and C in
equations (1.1), (1.2) will be transformed to matrices: B → S−1B and C → CS.)

Assume that B = (b1, ..., bm) (C = (cT1 , ..., c
T
p )T ) are columns (rows) of the

matrix B (C). Let also l be an integer such that 1 ≤ l ≤ n. Denote by Cj1...jl ∈
Cp×(n−l) (Bj1...jl ∈ C(n−l)×m) a matrix obtained from the matrix C (the matrix
B) in which columns (rows) with the indexes 1 ≤ j1 < ... < jl ≤ n are missed.

Let a1, ..., an be the coefficients of characteristic polynomial det(λIn − A) of
the matrix A.
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Theorem 2.1. Let A = diag(λ1, ..., λn). Then equations of feedback design problem
for system (1.1), (1.2) have the form:

d1 − a1 = −(∧1(CB))h · (∧1K)h,

d2 − a2 =
( ∑

1≤i1≤n
λi1 · ∧1(Ci1Bi1)

)
h
· (∧1K)h + (∧2(CB))h · (∧2K)h,

d3 − a3 = −
( ∑

1≤i1<i2≤n
λi1λi2 · ∧1(Ci1i2Bi1i2)

)
h
· (∧1K)h−( ∑

1≤i1≤n
λi1 · ∧2(Ci1Bi1)

)
h
· (∧2K)h − (∧3(CB))h · (∧3K)h,

. . . . . . . . . . . . . . . ,
dn − an =

(−1)n
( ∑

1≤i1<...<in−1≤n
λi1 · ... · λin−1 · ∧1(Ci1...in−1Bi1...in−1

)
)
h
· (∧1K)h+

(−1)n
( ∑

1≤i1<...<in−2≤n
λi1 · ... · λin−2 · ∧2(Ci1...in−2Bi1...in−2

)
)
h
· (∧2K)h+

...+ (−1)n
( ∑

1≤i1<...<in−p≤n
λi1 · ... · λin−p · ∧p(Ci1...in−pBi1...in−p)

)
h
· (∧pK)h.

(2.1)

Proof. From the first equation of system (1.4) we have:

−d1 = f1(K) = trA+ tr

(b1, ..., bm) ·

 k11 · · · k1p
...

. . .
...

km1 · · · kmp

 ·
 c1

...
cp


 =

trA+ tr

( m∑
i=1

biki1, ...,
m∑
i=1

bikip

)
·

 c1
...
cp


 =

trA+ tr
(
c11

m∑
i=1

biki1 + ...+ cp1

m∑
i=1

bikip, ..., c1n

m∑
i=1

biki1 + ...+ cpn

m∑
i=1

bikip

)
=

trA+ tr
( p∑
j=1

cj1

m∑
i=1

b1ikij +

p∑
j=2

cj2

m∑
i=1

b2ikij + ...+

p∑
j=1

cjn

m∑
i=1

bnikij

)
=

trA+ tr

p∑
j=1

m∑
i=1

( n∑
l=1

(cjlbli)kij

)
=

trA+ (c1b1, ..., c1bm, ..., cpb1, ..., cpbm) · (∧1K)h = −a1 + (∧1(CB))h · (∧1K)h.

Now we represent the matrix A+BKC in the following form:
λ1 +

∑p
i=1 ci1(

∑m
j=1 b1jkji) ...

∑p
i=1 cin(

∑m
j=1 b1jkji)∑p

i=1 ci1(
∑m

j=1 b2jkji) ...
∑p

i=1 cin(
∑m

j=1 b2jkji)
...

. . .
...∑p

i=1 ci1(
∑m

j=1 bnjkji) ... λn +
∑p

i=1 cin(
∑m

j=1 bnjkji)

 . (2.2)
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Then from the second equation of system (1.4) and representation (2.2) it follows
that

f2(K) =
∑

1≤j1<j2≤n

(
λj1λj2 + λj1

p∑
i=1

cij2(
m∑
j=1

bj2jkji) + λj2

p∑
i=1

cij1(
m∑
j=1

bj1jkji)+

( p∑
i=1

cij1(

m∑
j=1

bj1jkji)
)( p∑

i=1

cij2(

m∑
j=1

bj2jkji)
)
−

−
( p∑
i=1

cij2(
m∑
j=1

bj1jkji)
)( p∑

i=1

cij1(
m∑
j=1

bj2kji)
))

=

a2 +
( ∑

1≤i1≤n
λi1 · ∧1(Ci1Bi1)

)
h
· (∧1K)h+

∑
1≤i1<i2≤p

( ∑
1≤j1<j2≤n

(ci1j1ci2j2 − ci1j2ci2j1)·

((

m∑
j=1

bj1jkji1)(

m∑
j=1

bj2jkji2)− (

m∑
j=1

bj1jkji2)(

m∑
j=1

bj2jkji1))
)

=

a2 +
( ∑

1≤i1≤n
λi1 · ∧1(Ci1Bi1)

)
h
· (∧1K)h+

∑
1≤i1<i2≤p

∑
1≤j1<j2≤n

det

(
ci1j1 ci1j2
ci2j1 ci2j2

)
· det

( ∑m
j=1 bj1jkji1

∑m
j=1 bj1jkji2∑m

j=1 bj2jkji1
∑m

j=1 bj2jkji2

)
=

a2 +
( ∑

1≤i1≤n
λi1 · ∧1(Ci1Bi1)

)
h
· (∧1K)h + (∧2(CB))h · (∧2K)h.

Now starting from an concept of induction on l = 1, ..., n, it is easily to get a
general formula from representation (2.2) of the matrix A+BKC:

dl − al = (−1)l
( ∑

1≤i1<...<il−1≤n
λi1 · ... · λil−1

· ∧1(Ci1...il−1Bi1...il−1
)
)
h
· (∧1K)h+

(−1)l
( ∑

1≤i1<...<il−2≤n
λi1 · ... · λil−2

· ∧1(Ci1...il−2Bi1...il−2
)
)
h
· (∧2K)h + ...+

(−1)l
( ∑

1≤i1<...<il−p≤n
λi1 · ... · λil−p · ∧

1(Ci1...il−pBi1...il−p)
)
h
· (∧pK)h.
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3. Invariant equations of feedback design problem for
min(m, p) = 2

Further, we will consider that p = 2 and m ≥ p. (If m ≤ p, then we introduce
renames AT → A, CT → B, BT → C. As a result we obtain desired inequality:
m ≥ p.) Let K = (kij) ∈ Rm×2 be the matrix of output feedback and let k1, k2 be
columns of this matrix. Similarly, let Q = (qij) ∈ R2×m be the matrix with rows
q1, q2. Denote by k1 ∧ k2 the column

∧2K = ∧2(k1, k2) = (k11k22 − k12k21, ..., km−1,1km2 − km−1,2km1)T ∈ Rm(m−1)/2

and denote by q1 ∧ q2 the row

∧2Q = ∧2

(
q1

q2

)
= (q11q22 − q12q21, ..., q1,m−1q2,m − q1,mq2,m−1) ∈ Rm(m−1)/2.

Denote by c1 and c2 the rows of matrix C in chosen bases of the spaces Rn
and R2.

Theorem 3.1. The invariant system equations of feedback design problem is such:

d1 = a1 − (c1B, c2B)

(
k1

k2

)
,

d2 = a2 − (c1(A+ a1In)B, c2(A+ a1In)B)

(
k1

k2

)
+ ∧2

(
c1B
c2B

)
(k1 ∧ k2),

. . . . . . . . . . . . . . . ,

dn = an − (c1(
n−1∑
j=0

ajA
n−j−1)B, c2(

n−1∑
j=0

ajA
n−j−1)B)

(
k1

k2

)
+(

n−2∑
j=0

aj

(
n−j−2∑
i=0

∧2

(
c1A

iB
c2A

n−i−j−2B

)))
(k1 ∧ k2),

(3.1)

where a0 = 1 and
(
k1

k2

)
is a column of dimension 2m, which composed from

columns k1 and k2.

Proof. We take advantage of Theorem (2.1). Denote by Cj1...jl ∈ Cp×l (Bj1...jl ∈
Cl×m) a matrix composed from the columns of matrix C (the rows of matrix B)
with the indexes 1 ≤ j1 < ... < jl ≤ n.

We specify on obvious property of the matrices Cj1...jl and Bj1...jl :

Cj1...jlBj1...jl = Cj1Bj1 + ...+ CjlBjl ∈ Cp×m.

In the second equation of system (2.1), we transform the following sum:∑
1≤i1≤n

λi1 · ∧1(Ci1Bi1) =
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∑
1≤i1≤n

λi1 · ∧1(CB − Ci1Bi1) = −a1CB −
∑

1≤i1≤n
λi1 · ∧1(Ci1Bi1) =

−a1CB − C ·

 λ1 · · · 0
...

. . .
...

0 · · · λn

 ·B = −a1CB − CAB.

In the third equation of system (2.1), we transform the following sum:∑
1≤i1<i2≤n

λi1λi2 · ∧1(Ci1i2Bi1i2) =
∑

1≤i1<i2≤n
λi1λi2 · ∧1(CB − Ci1i2Bi1i2) =

a2CB −
∑

1≤i1<i2≤n
λi1λi2 · ∧1Ci1i2Bi1i2 =

= a2CB −
∑

1≤i1<i2≤n
λi1λi2 · (∧1Ci1Bi1 + ∧1Ci2Bi2) = a2CB−

−
[
(λ1 + λ2 + ...+ λn) · (λ1 ∧1 C1B1 + λ2 ∧1 C2B2 + ...+ λn ∧1 CnBn)+

(λ1 + λ2 + ...+ λn) · (λ1 ∧1 C1B1 + λ2 ∧1 C2B2 + ...+ λn ∧1 CnBn) + ...+

(λ1 + λ2 + ...+ λn) · (λ1 ∧1 C1B1 + λ2 ∧1 C2B2 + ...+ λn ∧1 CnBn)−

(λ2
1 ∧1 C1B1 + λ2

2 ∧1 C2B2 + ...+ λ2
n ∧1 CnBn)

]
=

a2CB + a1C ·

 λ1 · · · 0
...

. . .
...

0 · · · λn

 ·B + C ·

 λ2
1 · · · 0
...

. . .
...

0 · · · λ2
n

 ·B =

= a2CB + a1CAB + CA2B.

Now in the third equation of system (2.1), we transform another sum:∑
1≤i1≤n

λi1 · ∧2(Ci1Bi1) =

=
∑

1≤i1≤n
λi1 · ∧2(CB)−

∑
1≤i1≤n

λi1
∑

1≤i2≤n,i1 6=i2

∧2(Ci1i2Bi1i2) =

−a1 ∧2 (CB)− (λ1 + λ2) ∧2 (C12B12)− (λ1 + λ3) ∧2 (C13B13)− ...−

(λn−1 + λn) ∧2 (Cn−1,nBn−1,n) = −a1 ∧2 (CB)−

− ∧2

((
λ1c11, λ2c12

c21, c22

)
·B12

)
− ∧2

((
c11, c12

λ1c21, λ2c22

)
·B12

)
−

∧2

((
λ1c11, λ3c13

c21, c23

)
·B13

)
− ∧2

((
c11, c13

λ1c21, λ3c23

)
·B13

)
− ...−
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∧2

((
λn−1c1,n−1, λnc1n

c2,n−1, c2,n

)
·Bn−1,n

)
− ∧2

((
c1,n−1, c1,n

λn−1c2,n−1, λnc2,n

)
·Bn−1,n

)
=

−a1 ∧2 (CB)− ∧2

(
(λ1c11, ..., λnc1n)B

c2B

)
− ∧2

(
c1B

(λ1c21, ..., λnc2n)B

)
=

−a1 ∧2 (CB)− ∧2

(
c1AB
c2B

)
− ∧2

(
c1B
c2AB

)
.

In the fourth equation of system (2.1), we transform the following sum:∑
1≤i1<i2≤n

λi1λi2 · ∧2(Ci1i2Bi1i2) =

∑
1≤i1<i2≤n

λi1λi2 · ∧2

(
c1B − ci11 Bi1 − c

i2
1 Bi2

c2B − ci12 Bi1 − c
i2
2 Bi2

)
=

∑
1≤i1<i2≤n

λi1λi2 · ∧2

(
c1B
c2B

)
+

∑
1≤i1<i2≤n

(
∧2

(
λi1c

i1
1 Bi1

λi2c
i2
2 Bi2

)
+ ∧2

(
λi2c

i2
1 Bi1

λi1c
i1
2 Bi2

))
−

∑
1≤i1<i2≤n

λi1λi2

(
∧2

(
c1B

ci12 Bi1 + ci22 Bi2

)
+ ∧2

(
ci11 Bi1 + ci21 Bi2

c2B

))
=

a2 ∧2

(
c1B
c2B

)
+ ∧2

(
c1AB
c2AB

)
−

∑
1≤i1<i2≤n

λi1λi2

(
∧2

(
c1B

ci12 Bi1

)
+ ∧2

(
c1B

ci22 Bi2

)
+

+ ∧2

(
ci11 Bi1
c2B

)
+ ∧2

(
ci21 Bi2
c2B

))
+

∑
1≤i1≤n

(
∧2

(
λ2
i1
ci11 Bi1
c2B

))
+

∑
1≤i2≤n

(
∧2

(
c1B

λ2
i2
ci22 Bi2

))
=

a2 ∧2

(
c1B
c2B

)
+ ∧2

(
c1AB
c2AB

)
+

a1

(
∧2

(
c1B
c2AB

)
+ ∧2

(
c1AB
c2B

))
+ ∧2

(
c1A

2B
c2B

)
+ ∧2

(
c1B
c2A

2B

)
.

Now starting from an concept of induction on l = 1, ..., n, it is easily to get the
general representation (3.1) of the invariant system equations of feedback design
problem for arbitrary matrix A ∈ Rn×n.

The proof of Theorem (3.1) was is done in supposition that the matrix A has
different eigenvalues.
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Let Wn be the subset of all matrices in Rn×n such that any matrix from Wn

has different eigenvalues. It is known that Wn is open and dense in Rn×n [8]. Let
f(T ) and g(T ) be two regular polynomial functions depending on an arbitrary
matrix T ∈ Rn×n. If ∀T ∈ Wn we have f(T ) = g(T ), then ∀T ∈ Rn×n we also
have f(T ) = g(T ). Obviously, that right parts of equations (3.1) can be considered
as the regular polynomial functions depending on A. From here it follows that
Theorem (3.1) is valid for any matrix A ∈ Rn×n.

Corollary 3.1. The invariant system equations of output feedback design problem
may be transformed to the following form:

f1 = −(c1B, c2B)

(
k1

k2

)
,

f2 = −(c1AB, c2AB)

(
k1

k2

)
+ ∧2

(
c1B
c2B

)
(k1 ∧ k2),

. . . . . . . . . . . . . . . . . . . . . . . ,

fn = −(c1A
n−1B, c2A

n−1B)

(
k1

k2

)
+

(
n−2∑
i=0
∧2

(
c1A

iB
c2A

n−i−2B

))
(k1 ∧ k2),

(3.2)
where f1, ..., fn are arbitrary real numbers.

Proof. Introduce the following product of (n× n)-matrices:

P (a1, ..., an−1) =


1 0 0 · · · 0
0 1 0 · · · 0
...

...
. . .

...
...

0 · · · 0 1 0
0 · · · 0 −a1 1

 ·


1 · · · 0 0 0

0
. . .

...
...

...
0 · · · 1 0 0
0 · · · −a1 1 0
0 · · · −a2 0 1

 · . . . ·


1 0 0 · · · 0
0 1 0 · · · 0
0 −a1 1 · · · 0
...

...
...

. . .
...

0 −an−2 0 · · · 1

 ·


1 0 0 · · · 0
−a1 1 0 · · · 0
−a2 0 1 · · · 0
...

...
...

. . .
...

−an−1 0 0 · · · 1

 .

Then system (3.2) can be got from system (3.1) by the multiplication of both parts
of system (3.1) on the matrix P (a1, ..., an−1). Here (f1, ..., fn)T = P (a1, ..., an−1)T ·
(d1 − a1, ..., dn − an)T .

Introduce the matrices:

G =



c1B c2B
c1AB c2AB
c1A

2B c2A
2B

c1A
3B c2A

3B
... ...

c1A
n−1B c2A

n−1B

 ∈ Rn×2m,
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H =



0

∧2

(
c1B
c2B

)
∧2

(
c1B
c2AB

)
+ ∧2

(
c1AB
c2B

)
∧2

(
c1B
c2A

2B

)
+ ∧2

(
c1AB
c2AB

)
+ ∧2

(
c1A

2B
c2B

)
. . . . . .

n−2∑
i=0
∧2

(
c1A

iB
c2A

n−i−2B

)


∈ Rn×m(m−1)/2.

Let f = (f1, ..., fn)T ∈ Rn. Then system (3.2) may be rewritten as

f = −G ·
(
k1

k2

)
+H · (k1 ∧ k2). (3.3)

The following theorem is a trivial corollary of the known result of algebraic
geometry [8].

Theorem 3.2. Let f be an arbitrary real vector in system (3.3). In order that
there existed a complex matrix K = (k1, k2) ∈ Cm×2 satisfying to system (3.3) (K
is a function of f) it is necessary and sufficient that

rank(G,H) = n.

It means that if we define the map φ : K → (d1, ..., dn) depending on matrices
A, B, and C by formula (1.4), then this map must be surjective: φ(Cm×p) = Cn.

It is known that in order that the map φ(K) there was surjective its necessary
that the rank of Jacobi matrix ∂φ(K)/∂K at K = 0 was equal to n for all
points (X,Y, Z) ∈ Σ from some open set Σ ⊂ Cn×n × Cn×m × Cp×n. In the case
min(m, p) = 2 the set Σ is defined by the conditions of Theorem (3.2).

It should be said that Theorem (3.2) does not solve the feedback design
problem (the matrix K have to be real). However, this theorem can appear useful
in two following cases.

1. Theorem (3.2) gives an obvious solvability criterion of the feedback design
problem (lets even in the complex case). (Note that conditions of complete cont-
rollability and observability of system (1.1), (1.2) (see [2], [4–7], [10–13]) are not
sufficient for solvability of the feedback design problem!)

2. Theorems (3.1) and (3.2) allow to investigate robust properties of the matrix
K.

Indeed, let the matrices A(Θ), B(Θ), and C(Θ) in system (1.1), (1.2) depend
on some real parametric vector Θ ∈ Ω, where Ω ⊂ Rk is some open bounded set.
Then we derive system (3.3), in which f = f(Θ), G = G(Θ), and H = H(Θ) are
explicit functions of Θ.

Let Θ0 ∈ Ω be some fixed vector. With the help of the methods, which were
presented in [2,3], and [9], we find the feedback matrix K = K(Θ0). Now already



68 V. YE. BELOZYOROV

it is possible to estimate a radius of sphere S := {‖Θ−Θ0‖ ≤ r} such that ∀Θ ∈ S
the matrix A(Θ)+B(Θ)K(Θ0)C(Θ) is stable. The robust properties of the matrix
K(Θ0) so much the better than more the magnitude of radius r.

4. Examples

1. Let m = p = 2 and n = 4. Consider the system

A =


1 −2 3 1
−2 2 1 −1
−2 4 1 1

0 1 −1 −3

 , B =


1 −1
3 1
−2 1
−1 2

 , C =

(
1 −2 0 1
2 0 1 1

)
.


d1

d2

d3

d4

 =


−1
−7
13
50

+


6 1 1 −1
4 9 8 −6

23 −12 −61 43
23 −62 −340 10

 ·


k11

k21

k12

k22

+


0
−7
−64
−417

 ·detK.

Here rankG = rank(G,H) = 4. Thus, the conditions of Theorem (3.2) are
fulfilled.

Assume that d1 = 10, d2 = 35, d3 = 50, d1 = 24. (It means that the roots of
characteristic polynomial of closed system are λ1 = −1, λ2 = −2, λ3 = −3, λ4 =
−4.)

In this case we have two feedback matrices:

K1 =

(
1.1539 −0.0970
3.5772 −0.5963

)
,K2 =

(
1.2864 2.1699
0.3067 −0.8047

)
.

2. Let again m = p = 2 and n = 4. Consider the system

A =


1 0 1 0
0 1 0 1
0 0 1 0
0 0 0 1

 , B =


0 0
0 0
1 0
0 1

 , C =

(
1 0 1 0
0 1 0 1

)
.

The characteristic polynomial of matrix A is λ4 − 4λ3 + 6λ2 − 4λ + 1. Thus, we
have a1 = −4, a2 = 6, a3 = −4, a4 = 1.

For this system we derive

rank(B,AB,A2B,A3B) = rank(CT , (AT )CT , (AT )2CT , (AT )3CT ) = 4.

Therefore, this system is complete controllable and observable.
Nevertheless, we have

G =


1 0 0 1
2 0 0 2
3 0 0 3
4 0 0 4

 , H =


0
1
4

10

 ,
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and rankG = 1, rank(G,H) = 2. Thus, the conditions of Theorem (3.2) are not
fulfilled. From here it follows that for the last system the feedback design problem
is insolvable.

References

1. V. Ye. Belozyorov , On the solutions of a modal control problem in a limiting case,
Journal of Automation and Information Sciences, 32(5)(2000), 20–28.

2. V. Ye. Belozyorov , New solution method of linear static output feedback design
problem for linear control systems, Linear Algebra and its Applications, 504(2016),
204–227.

3. I. Blumthaler, U. Oberst , Design, parametrization, and pole placement of stabilizing
output feedback compensators via injective cogenerator quotient signal modules,
Linear Algebra and its Applications, 436(2012), 963–1000.

4. R. Brockett, C. I. Byrnes, Multivariable Nyquist criteria, root loci, and pole
placement: a geometric viewpoint, IEEE Transactions on Automatic Control, AC-
26(1)(1981), 271–284.

5. L. R. Fletcher, J. F. Magni , Exact pole assignment by output feedback, International
Journal of Control, 37(6)(1987), 1955–2033.

6. H. Kimura, Pole placement by gain output feedback, IEEE Transactions on
Automatic Control, AC-20(4)(1975), 509 – 516.

7. J. F. Magni, C. Champetier , A geometric framework for pole assignment algorithms,
IEEE Transactions on Automatic Control, AC-36(9)(1991), 1105–1111.

8. D. Mumford , Algebraic Geometry. Complex projective varieties, Springer-Verlag,
Berlin, Heidelberg, New York, 1976.

9. F. Palacios-Quinonero, J. Rubio-Massegu, J. M. Rossell, H. R. Karimi , Recent
advances in static output-feedback controller design with applications to vibration
control of large structures, Modeling, Identification and Control, 35(3)(2014) 169–
190.

10. X. Wang , On output feedback via Grassmannians, SIAM Journal of Control and
Optimization, 19(4)(1991), 926–935.

11. X. Wang , Pole placement by static output feedback, Journal of Mathematical
Systems, Estimation, and Control, 2(2)(1992), 205–218.

12. W. M. Wonham, On pole assignment in multi-input controllable systems, IEEE
Transactions on Automatic Control, AC-12(6)(1967), 660–665.

13. W. M. Wonham, Linear Multivariable Control. A Geometric Approach, Springer-
Verlag, New-York, 1985.

Надiйшла до редколегiї 20.2.2017


