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I.     INTRODUCTION 
Big data means really large amount of data,

which are not possible to processed using 
traditional computing techniques. Big data is not 
merely a data, rather it has become a complete 
subject, which involves various tools, technqiues 
and frameworks. The major sources of big data 
creation are black box data, social media data, 
Power grid data, search engine data etc.
 

 
                                    Fig 1.Sources Of big data 
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The above figure [1] describes the different sources 
from which the big data are generated. In current 
world big data are also used in different application 
domain such as Banking sector, Health care 
industry, Telecom industry etc.So different tools 
and framework are used to analyze 
Hadoop is one of the open source framework which 
is generally used to store and process the large 
amount of data which is either in unstructured 
format or in semi structured format. It basically 
consist of two main components generally termed
as HDFS and Mapreduce Programming.
 

                                       Fig 2.Hadoop Architecture
 
 

The figure [2] describes the basic architecture open 
source HADOOP framework which is generally 
used to operate the large amount of data by the use 
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of two main components i.e HDFS and Map 
Reduce. .Section II presents a literature survey on 
various optimization techniques used in HADOOP. 
Section III presents a brief idea about Hadoop Map 
Reduce Join. The motivation for this work is laid 
out in Section III. Section IV represents about the 
data skewness. Finally, Section V concludes the 
paper. Section VI provides an idea about future 
work. 
II. LITERATURE SURVEY 
 
The paper [1] Optimizing the big data in Hadoop 
framework by implementing NLS during map 
reduce programming. It does not follow a master 
slave architecture and sometime multiple name 
nodes are not coexist and cooperate with each other 
and proposes a technique or a service named as 
NLS (Name Node Location Service) .Similarly the 
paper [2] explores the Hadoop data placement 
policy in detail and proposes a modified block 
placement policy that increases the efficiency of the 
overall system. Also, the idea of placing data across 
the cluster in a way that a node possessing higher 
I/O capabilities is allocated more data is addressed, 
thereby reducing inter-node traffic and increasing 
overall performance. The goal of the paper [3]  is to 
implement an load-balancing algorithm in the 
Hadoop framework to sort a list of timestamps. and 
it also gives an idea how to gathers locally the 
necessary information, combines them and 
produces a distribution of the data in order to avoid 
skew. The main objective of the paper [4]   is to 
optimize the  big data in hadoop map reduce 
framework by minimizing the load on task tracker. 
MapReduce is a monitoring technique and a 
operating model for distributed computing based on 
java. The MapReduce  algorithm generally 
comprises of map task and reduce task. Map takes a 
set of data and converts it into another set of data, 
where individual elements are broken down into 
tuples (key/value pairs) [5] .Secondly, reduce task, 
which takes the output from a map as an input and 
combines those data tuples into a smaller set of 
tuples. As the sequence of the name MapReduce 
implies, the reduce task is always performed after 
the map job. The major advantage of MapReduce is 
that it is easy to scale data processing over multiple 
computing nodes. Under the MapReduce model, the 

data processing primitives are called mappers and 
reducers [6]. 
 

 
                                        Fig 3. MapReduce architecture 
 
 

The above figure [3] describes the architecture Map 
reduce framework which consist of two tasks map 
task and reduce task. As the name suggest first the 
map task will run then reduce task will run and 
finally the reduced output will provide to the 
customer the Hadoop framework. 
 
III. MAP REDUCE JOIN APPROACHES 
In Map reduce programming joining operation is 
performed to combine the data of two larger file 
and produce the combined output. Joining two large 
dataset can be achieved using MapReduce Join. 
However, this process involves writing lots of code 
to perform actual join operation [7]. Joining of two 
datasets begin by comparing size of each dataset. If 
one dataset is smaller as compared to the other 
dataset then smaller dataset is distributed to every 
datanode in the cluster. Once it is distributed, either 
Mapper or Reducer uses smaller dataset to perform 
lookup for matching records from large dataset and 
then combine those records to form output records. 
Basically two types of join operation can be 
perform in Hadoop framework during map reduce 
programming. These are: 
A. Reduce side Joining 
Suppose we want to perform join operation among 
two larger files in Hadoop framework then we 
follow the reduce side join approach to join the two 
files contents and produced combined output. In 
this approach firstly the content of two files are 
divided in to small parts and assigned to the 
mappers according to their division, because 
mappers cann’t be set manually in Hadoop 
framework [8]. Then contents from all the mappers 
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of file 1 and file 2 will come to a reducer and the 
join operation will be perform on the reducer and 
from the reducer we get the combined join output., 
In this case we can manually set the number of 
reducers according to the user requirement.
 

                       Fig 4.Reduce side join approach 
 

The figure [4] describes the reduce si
approach. In the proposed figure there are two files 
having 200 MB of data. The content of first file has 
assigned to 4 mappers similarly the content of 
second file has distributed among 4 mappers 
manually. As shown in the figure the output from 
all the mappers will come to a system where reduce 
program is running which is termed as reducer. On 
the reducer the join operation has performed and 
from the reducer finally combine join output will 
produce. In this the number of reducer can be 
configurable. When more than one reducer will use 
in this approach then the output from the mappers 
will assign to the reducer according to the Hash 
algorithm. 
B. Map side Joining 
This type of join approach will follow when join 
operation will perform between one larg
one small file. In this approach cache memory [9] 
concept is used to store the content of smaller file 
and less number of mappers will require in 
comparison to the reduce side joining. In this 
approach no reducer will use for join operation.
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This type of join approach will follow when join 
operation will perform between one large files and 
one small file. In this approach cache memory [9] 
concept is used to store the content of smaller file 
and less number of mappers will require in 
comparison to the reduce side joining. In this 
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                       Fig 5.Map side joining approach 

The figure [5] gives an idea about Map side joining 
approach. According to it there are two file
size 200 MB and 90 Mb, as the size of one file is 
very small map side joining is used here to 
the content of two files. In this approach the content 
of the small file will move to the cache memory 
which size has predefined by Hadoop developer and 
it must be larger than the size of the small file, and 
the cache memory will available to each 
mappers of the larger file and perform the join 
operation and provide the output. In this approach 
the number of reducer will be automatically 
decrease because the file with less size will not 
require any mappers for join operation. In the below 
table the paper has described some basic difference 
between the reduce side joining and map side 
joining. 
C. Comparison between reduce side joining and map side 
joining 
                            TABLE1. Reduce side Join vs Map Side Join

          Reduce side Join         

This type of join operation 
will be possible when both the 
files are of larger size. 

This type of join operation will 
be possibl
much more 
comparison to the other file.

The number of mappers will 
be more in this type of 
joining. 

The number of mappers will be 
less in comparison to the 
reduce side join.

Reducer will be configurable 
manually and require for the 
join operation. 

Reducer will not require to 
perform the join operation.

Cache memory concept is not 
present here. 

Cache memory concept is 
present here.

More chance to go through 
from data skewness. 

Less chance to go through data 
skewness

 
The above table [1] points out some major 
differences between the reduce side join approach 
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C. Comparison between reduce side joining and map side 

TABLE1. Reduce side Join vs Map Side Join 

        Map Side Join 

This type of join operation will 
be possible if one file size is 
much more smaller in 
comparison to the other file. 

The number of mappers will be 
less in comparison to the 
reduce side join. 

Reducer will not require to 
perform the join operation. 

Cache memory concept is 
present here. 

Less chance to go through data 
skewness 

The above table [1] points out some major 
differences between the reduce side join approach 
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and the map side join approach. Data skewness is a 
major problem for hadoop framework during the 
join operation. In the next section the paper has 
described the data skewness problem in hadoop 
framework. 
IV. DATA SKEWNESS 
Data skew is an imbalance in the load assigned to 
different reduce tasks [10],[11] .The load is a 
function of  the  assigned  key to a reducer and the 
number of records and the number of bytes in the 
values per key. Data skewness always effect 
performance of the system and minimize th
execution time of the Hadoop framework. The 
paper has described why data skewness will 
actually happen in the below figure. 
 

                             Fig 6. Data skewness problem 

 
According to the above figure [6] during the reduce 
side joining approach when the number of reducer 
will be more then the output of the mapper will 
assign to the different reducer by using the hash 
algorithm concept. So in this approach sometimes 
the load will be more on some reducer so that 
reducer will take a lot of time to process the data 
and provide the output, Hence it will affect the 
performance of the entire framework by 
maximizing the execution time and this problem is 
generally treated as data skew problem. The chance 
of data skewness is more during the reduce side 
joining process in Hadoop Framework. To 
overcome from this different techniques and 
approaches are used. Basically hash join algorithm 
is used to overcome from data skewness though the 
hash algorithm has explained below. 
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A .Hash Algorithm 
 
Step 1.Consider two datasets P and Q. The algorithm for a 
simple hash join will look like 
 
Step 2.For all p P do 
 
Step 3 Load p into in memory hash table H
 
Step 4.end for 
 
 Step 5.for all q  Q do 
 
 Step 6.if H contains p matching with q then
 
  Step 7 .add <p,q> to the result 
 
  end if 
 
  end for 
 
 
This algorithm usually is faster than the Sort
Join, but puts considerable load on memory for 
storing the hash-table. 
 
V. CONCLUSION 
Big Data analytics is still in the initial stage of 
development, since existing Big Data optimization 
frameworks and tools are very restricted to solve 
the actual Big Data problems completely, though 
further scientific investments from both 
governments and enterprises end should be 
contributed into this scientific paradigm to develop 
some new optimization techniques for big data. The 
paper has discussed about different approaches of 
joining which are generally used in Hadoop 
Framework during map reduce progra
It also gives a brief idea about the data skewness 
which is generally occurred during reduce side 
joining operation in hadoop framework and 
discussed the hash algorithm which is generally 
used to overcome from data skewness.
 
VI. FUTURE SCOPE 
 
In the case of Reduce-Side Cascade Join, the 
intermediate result is suitable for input to a Map
Side Join. It might be possible to run a pre
processing step in parallel to the first join such that 
the rest of the datasets are ready for joining by the 
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Side Cascade Join, the 
intermediate result is suitable for input to a Map-
Side Join. It might be possible to run a pre-
processing step in parallel to the first join such that 
the rest of the datasets are ready for joining by the 
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time the first join produces the intermediate result. 
This may involve exploring the scheduling 
mechanisms of Hadoop or any other 
implementation of Map/Reduce. Till now different 
research is going on to find out alternative 
techniques to overcome from data skewness. 
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