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I.     INTRODUCTION 

Neural Computing is an  information 

processing paradigm, inspired by  biological system, 

composed of a large number of highly 

interconnected  processing elements (neurons) 

working in unison to solve specific problems.  

Artificial Neural Networks (ANNs), like people, 

learn by example An ANN is configured for a 

specific application, such as pattern recognition or 

data classification, through a learning process. 

Learning in biological systems involves 

adjustments to the synaptic connections that exist 

between the neurons. This is true of ANNs as well. 

An Artificial Neural Network (ANN) is a 

mathematical model that tries to simulate the 

structure and functionalities of biological neural 

networks.  

Artificial Neural Networks are relatively crude 

electronic models based on the neural structure of 

the brain. The brain basically learns from 

experience. Human problem solving is basically a 

pattern processing problem and not a data 

processing problem. In any pattern recognition task 

humans perceive patterns in the input data and 

manipulate the pattern directly.  This paper attempts 

at developing computing models based on artificial 

neural networks (ANN) to deal with various pattern 

recognition situations in real life.[1] 

II. NEED FOR  ARTIFICIAL  NUERAL 

NETWORK 

However, humans can effortlessly solve complex 

perceptual problems at such a high speed and extent 

as to the world’s fastest computer. Why is there 

such a remarkable difference in their performance? 

The biological neural system architecture is 

completely different from the von Neumann 

architecture. This difference significantly affects the 

type of functions each computational model can 

best perform. Numerous efforts to develop 

“intelligent” programs based on von Neumann’s 

centralized architecture eve not resulted in general-

purpose intelligent programs.[2] 

The long course of evolution has given the 

human brain many desirable characteristics not 

present in Von Neumann or modern parallel 

computers. These include a variety of challenging 

computational problems. Such as,  
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• Massive, Parallel,  

• Distributed,  

• Representation and Computation,  

• Learning capacity,  

• Generalization ability, 

• Contextual information processing 

techniques,  

• Fault tolerance and reliability. 

 

III. ORIGIN  AND  RESEARCH   HISTORY 

 The history is relevant because for nearly 

two decades the future of Neural network remained 

uncertain. McCulloch and Pitts (1943) are generally 

recognized as the designers of the first neural 

network.They combined many simple processing 

units together that could lead to an overall increase 

in computational power.[2] 

Hebb (1949) developed the first learning rule that is 

if two neurons are active at the same time then the 

strength between them should be increased. In the 

1950 and 60's, many researchers (Block, Minsky, 

Papert, and  Rosenblatt worked on perceptron . The 

neural network model could be proved to converge 

to the correct weights that will solve the problem.  

The weight adjustment (learning algorithm) used in 

the perceptron was found more powerful than the 

learning rules used by Hebb. The perceptron caused 

great excitement. It was thought to produce 

programs that could think.[3] 

Minsky & Papert (1969) showed that perceptron 

could not learn those functions which are not 

linearly separable. The neural networks research 

declined throughout the 1970 and until mid  80's 

because the perceptron could not learn certain 

important functions. Neural network regained 

importance in 1985-86.  

By lot of strong efforts neural networks modelled a 

simple neural network with electrical circuits. 

Neural networks, with their remarkable ability to 

derive meaning from complicated or imprecise data, 

can be used to extract patterns and detect trends that 

are too complex to be noticed by either humans or 

other computer techniques. A trained neural 

network can be thought of as an "expert" in the 

category of information it has been given to analyse. 

They include, 

 
1. Adaptive learning by experiences: An ability to 

learn how to do tasks based on the data given for 

training or initial experience.  

 

2. Self-Organization and Action: An ANN can 

create its own organization or representation of the 

information it receives during learning time.  

 

 

3. Real Time Operation with correct response: 
ANN computations may be carried out in parallel, 

and special hardware devices are being designed 

and manufactured which take advantage of this 

capability.  

 

4. Threshold and Fault Tolerance: Partial 

destruction of a network leads to the corresponding 

degradation of performance. However, some 

network capabilities may be retained even with 

major network damage. 

IV. ARCHITECTURE 

A. Comparative Analysis 

1.Biological Neuron 

Biological neural networks are made up of real 

biological neurons that are connected or 

functionally related in the peripheral nervous 

system or the central nervous system. In the field 

of neuroscience, they are often identified as 

groups of neurons that perform a specific 

physiological function in laboratory analysis. 
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Fig 1 :A Biological Neuron
 

Apart from the electrical signaling, there are 

other forms of signaling that arise from 

neurotransmitter diffusion, which have an effect on 

electrical signaling. As such, neural networks are 

extremely complex. 

 

Artificial intelligence and cognitive modeling

simulate some properties of biologica

networks. While similar in their techniques, the 

former has the aim of solving particular tasks, whi

the latter aims to build mathematical models of 

biological neural systems.[7] 

 

2. Artificial  Neuron 

In the artificial intelligence field, artificial 

neural networks have been applied successfully 

to speech recognition, image analysis

adaptive control, in order to construct 

agents or autonomous robots. Most of the 

currently employed artificial neural networks 

for artificial intelligence are based on 

estimations, Classification optimization

control theory.[2] 
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Fig 2: Artificial Neural Network
 

IV. MATHEMATICAL MODEL

The study of neural network models contributes 

indirectly to the study of the way in which brains 

work. The neurons which make up a brain have a 

number of known physiological properties; the 

brain operating as a whole has other known 

properties. [4] 

  

By investigating the overall 

assemblies of cells which  have some, but not all, of 

the properties of neurons and comparing this 

behaviour with that of a brain it should be possible 

to decide the  role and the relative importance

the properties that neuron.[5] 
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Fig 3: Mathematical Model of ANN

 

Artificial Neural Networks works on x inputs 

named as x1,x2,x3…xn their weight function wij, 

Calculate the net function netj, based on that 

activation(θ) of the input and apply the required 

response will be lead to produce the desired output.

However ANNs are able to learn by techniques 

such are called learning algorithms. 

        

Fig 4: Learning Algorithm

V. IMPLEMENTATION 

A SIMPLE EXAMPLE:  PROBLEM  DEFINITION 

Calculate a Square root(or as close to as possible) 

of a given input number using M

perceptron. 

 

From the learning algorithm error computation 

can be calculated.[10] 
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Fig 4: Learning Algorithm 

EFINITION  

Calculate a Square root(or as close to as possible) 

of a given input number using Multilayer 

From the learning algorithm error computation 

    Fig 5: Error Computation
 

The Artificial Neural Network result into 

following  results. 

 

 

Fig 6: Square root computed by ANN

 

VI. APPLICATIONS 

A. General Application 
Since neural networks are best at identifying 

patterns or trends in data, they are well suited for 

prediction or forecasting needs including: 

• Industrial process control 

• Sales forecasting 

• Customer research  

• Data validation  

• Risk management  
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Fig 5: Error Computation 

The Artificial Neural Network result into 
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Since neural networks are best at identifying 

patterns or trends in data, they are well suited for 

prediction or forecasting needs including:  

ndustrial process control  



International Journal of Engineering and Techniques - Volume 2 Issue 2, Mar – Apr 2016  

ISSN: 2395-1303                                       http://www.ijetjournal.org Page 122 
 

• Target marketing. 

B. Neural networks in medicine 

Artificial Neural Networks (ANN) are currently a 

'hot' research area in medicine and it is believed that 

they will receive extensive application to 

biomedical systems in the next few years. At the 

moment, the research is mostly on modeling parts 

of the human body and recognizing diseases from 

various scans (e.g. cardiograms, ultrasonic scans, 

etc.).  
 

C. Neural Networks in business 
Business is a diverted field with several general 

areas of specialization such as accounting or 

financial analysis. Almost any neural network 

application would fit into one business area. 
 

D. Data Mining 
Data mining is a fast-growing area. Data mining is a 

part of a process called KDD knowledge discovery 

in databases. This process consists basically of steps 

that are performed  before carrying out data mining 

such as data selection, data cleaning, pre-processing 

of data, and data transformation. 
 

E. Graphics: 
 ANNs play an important role in graphics  fields 

also. Graphics designers are trying to synthesis or 

merging actual or real images with computer 

generated images for enhancing visualization of the 

output image. 

 

F. Robotics 
Robotics is one field within ANN. The term 

"artificial intelligence" is defined as systems that 

combine sophisticated hardware and software with 

elaborate databases and knowledge-based 

processing models to demonstrate characteristics of 

effective human decision making. 

 

G. Games: 
Modern computer games usually employ 3D 

animated graphics and recently also 3D sound 

effects to give the impression of reality.[12] 

 

VII. FUTURE OF ANN 

Artificial neural Network may be able to perform  

in future these following aspects, 

 
1. Robots using ANN that can see, feel, and predict 

the world around them. 

2. Common usage of self-driving cars 

3. ANNs can be able to use for Composition of 

music. 
4. Handwritten documents to be automatically 

transformed into formatted word processing 

documents. 

5. Self-diagnosis of medical problems using neural 

networks. 

 

CONCLUSION 

ANNs are computer algorithms that have the ability 

to learn by training experience. Because of this 

feature, they are often well suited for modelling 

complex and non-linear Processes. They are well 

advanced and able to compute and behave as human 

being. 

 

ACKNOWLEDGMENT 
We express sincere thanks to our Visvesvaraya 

Technological University for supporting and 

providing us needful things for submitting this 

paper. 

REFERENCES 
[1]. Haykin S. (1999): Neural Networks – A 

Comprehensive Foundation, Prentice Hall, 2nd Ed. 

 

[2] Lippmann, R.P., 1987. An introduction to 

computing with neural nets. IEEE Accost. Speech 

Signal Process. Mag., April: 4-22.  

 

[3] N. Murata, S. Yoshizawa, and S. Amari, 

―Learning curves, model selection and complexity 

of neural networks 1993, pp. 607-614.  

 

[4] Neuro – fuzzy Expert system for Evaluation of 

Human Resources Performance.Neural Computing 

Architecture North Oxford Academic Press.  

 

[5] Almeida, L. (1987): “A learning rule for 

asynchronous perceptrons with feedback in a 

Combinatorial environment,” Bezdek, J.C. (1993). 



International Journal of Engineering and Techniques 

ISSN: 2395-1303                                       
 

 

[6] Burgess, A.N. and Refenes, A.N. (1996): 

Modeling Non-linear Co-integration in 

International quity Index Futures, in Refenes et al 

(eds), Neural Networks in Financial Engineering, 

World Scientific, Singapore, 50-63.  

 

[7] Burnet, F. M. (1959): The Clonal Selection 

Theory of Acquired Immunity, Cambridge 

University Press.  

 

[8] Brown, A. (1991): Nerve Cells and Nervous 

Systems, Springer-Verlag, Berlin.  

 

[9] Caudill, M. and Butler, C. (1996): Naturally 

Intelligent System. Massachusetts Institute of 

Technology. [10] Chen, H., Lee, Y., Maxwell, T., 

Sun, G., Lee, H. and Giles, C. (1986): “High order 

correlation model for associative memory,” J. 

Denker, Ed., AIP Conf. Proc., Snowbird Utah. 

 

[10] Duda, R. and Hart, P. (1973): Pattern 

Classification and Scene Analysis, John Wiley and 

Sons, New York.  

 

[11] Grossberg, S. (1976): Adaptive pattern 

classification and universal recording: 23, pp. 121 

134. 

 

[12] Bradshaw, J.A., Carden, K.J., Riordan, D., 

1991. Ecological ―Applications using a Novel 

Expert System Shellǁ. Comp. Appl. Biosci. 7, 79

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

International Journal of Engineering and Techniques - Volume 2 Issue 2, Mar –

1303                                       http://www.ijetjournal.org 

] Burgess, A.N. and Refenes, A.N. (1996): 

integration in 

International quity Index Futures, in Refenes et al 

ral Networks in Financial Engineering, 

] Burnet, F. M. (1959): The Clonal Selection 

Theory of Acquired Immunity, Cambridge 

] Brown, A. (1991): Nerve Cells and Nervous 

] Caudill, M. and Butler, C. (1996): Naturally 

Intelligent System. Massachusetts Institute of 

Technology. [10] Chen, H., Lee, Y., Maxwell, T., 

Sun, G., Lee, H. and Giles, C. (1986): “High order 

correlation model for associative memory,” J. 

r, Ed., AIP Conf. Proc., Snowbird Utah.  

] Duda, R. and Hart, P. (1973): Pattern 

Classification and Scene Analysis, John Wiley and 

] Grossberg, S. (1976): Adaptive pattern 

classification and universal recording: 23, pp. 121 - 

Bradshaw, J.A., Carden, K.J., Riordan, D., 

Applications using a Novel 

. Comp. Appl. Biosci. 7, 79–83  

AUTHORS  INFORMATION: 

 

Dr. SANJEEV    S. SANNAKKI

 

Dr. Sanjeev S. Sannakki is currently working 

as Professor in the Department of Computer Science 

& Engineering at KLS Gogte Institute of Technology, 

Belgaum.  He has obtained his master’s degree & 

Doctor of Philosophy from Visvesaraya 

Technological University. He has total sixteen years 

of teaching experience and vast research experience. 

He has guided many projects at Undergraduate & 

Post graduate levels. 

 

Ms.ANJANABHARGAVI   A.  KULKARNI

 

 

Ms. Anjanabhargavi  A. Kulkarni  has 

completed Bachelor of Engineering in Computer 

Science and  Engineering department from S.G. 

Balekundri Institute of Technology Belagavi.

Currently pursuing Master of Technology in  

Computer Science and  Engineering department 

from KLS Gogte Institute of Technology Belagavi. 

She has good Coding skill in Java, C#,VB.Net etc. 

Also most interested in paper presentations, seminars, 

projects, learning and implementing recent trend 

technologies. 

 

 

– Apr 2016  

Page 123 

 

Dr. SANJEEV    S. SANNAKKI 

 

Dr. Sanjeev S. Sannakki is currently working 

as Professor in the Department of Computer Science 

& Engineering at KLS Gogte Institute of Technology, 

He has obtained his master’s degree & 

Doctor of Philosophy from Visvesaraya 

Technological University. He has total sixteen years 

of teaching experience and vast research experience. 

He has guided many projects at Undergraduate & 

Ms.ANJANABHARGAVI   A.  KULKARNI 

 

Ms. Anjanabhargavi  A. Kulkarni  has 

completed Bachelor of Engineering in Computer 

Science and  Engineering department from S.G. 

Balekundri Institute of Technology Belagavi. 

er of Technology in  

Science and  Engineering department 

from KLS Gogte Institute of Technology Belagavi. 

She has good Coding skill in Java, C#,VB.Net etc. 

Also most interested in paper presentations, seminars, 

projects, learning and implementing recent trend 


