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Abstract: 
Textual information is mainly classified into two main types: facts and opinions. The entities, 

events and their properties are objective expression of facts. Facts are something which already happened 

or actually the case itself. They are (e.g., “iPhone is an Apple product").Opinions are subjective 

expressions which describe peoples‟ judgment, viewpoint, feelings towards entities, events and their 

properties. (e.g., “I like this Apple iPhone 6"). Opinion Mining is the computational study of people’s 

opinions towards entities and their aspects. Entities basically refer to individuals, events, topics, products 

and organizations. Aspects are attributes or components of entities. In the last few years, social media is 

the main source to express and share people’s opinion on entities and their aspects. Because of the 

availability of vast opinionated web contents in the form of comments, reviews, blogs, tweets, status 

updates, etc. It is difficult for people to analyse all opinions at a time to make good decisions. There is a 

need for effective automated systems to evaluate opinions and generate accurate results. Mining opinion 

targets and opinion words from online reviews is important tasks for fine-grained opinion mining, the key 

component of which involves detecting opinion relations among words. To this end, this work proposes a 

Complementary Aspect based Opinion Targets with Opinion Words Co-Extraction Algorithm. 

Experimental Result shows the proposed algorithm extracts opinion targets and opinion words more 

precisely. 
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I. INTRODUCTION 

A decade ago, when anybody needed to make a 

decision, He/she typically asked for opinions from 

friends, neighbours and families. Similarly, when 

any organization wanted to find the opinions about 

its products and services, it conducted opinion 

polls, surveys, and focus groups. In the last few 

years, volumes of opinionated text have grown 

rapidly and are available publically also. Social 

media plays a important role by allowing people to 

share and express their opinion on products, events, 

topics, individuals, and organizations in the form of 

comments, reviews, blogs, tweets, status updates, 

etc. instantly. Therefore, it’s quite obvious that 

people always prefer to hear other’s opinion before 

making a decision [1]. 

 

Some people use binary scale to express their 

opinions. (i.e. Positive or Negative) and some other 

expresses their opinions in terms of ratings (i.e. one 

to three or five stars). The term “Polarity” in an 

opinion mining refers to the orientation scale. The 

prediction of polarity is based on either a binary 

(positive or negative) or multivariate scale using 

sentiment polarity classification or polarity 

classification techniques [2]. Literature study shows 

that for polarity classification on binary scale, Peter 
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D. Turney provided an unsupervised learning 

algorithm for classifying reviews of automobiles, 

banks, movies, and travel destinations as 

recommended (thumbs up) or not recommended 

(thumbs down) [3] and for multivariate scale, Bo 

Pang and Lillian Lee has addressed the rating-

inference problem by  the evaluation with respect to 

a multi-point scale (e.g., one to five stars) [4]. 

Zhang and Varadarajan have built regression 

models for utility scoring based on three real-world 

data sets [5]. To extract and analyse opinions from 

online reviews, it is unsatisfactory to just obtain the 

overall sentiment about a product. In most the 

cases, customers expect to find fine-grained 

sentiments about an aspect or feature of a product 

that is reviewed. For example: 

 

“This phone has a colourful and big screen. 

But its LCD resolution is very disappointing.” 

 

Readers want to know about the reviewer expresses 

a positive opinion of the phone’s screen and a 

negative opinion of the screen’s resolution, not just 

the reviewer’s overall sentiment. To obtain this aim, 

both opinion targets and opinion words must be 

detected. So this work proposed a Complementary 

Aspect based Opinion Targets with Opinion Words 

Co-Extraction Algorithm. This algorithm extracts 

from above example, “screen” and “LCD 

resolution” are two opinion targets and “colourful” 

(+ve), “big” (+ve) and “disappointing” (-ve) are 

three opinion words with sentiments. In previous 

work, mining the opinion relations between opinion 

targets and opinion words was the key to collective 

extraction. The most used techniques are nearest-

neighbor rules and syntactic patterns. Nearest 

neighbor rules about the nearest adjective/verb to a 

noun/noun phrase in a limited window as its 

modifier. Clearly, this strategy cannot obtain the 

precise results because there exist long-span 

modified relations and diverse opinion expressions. 

To resolve this problem, several methods exploited 

syntactic information, in which the opinion 

relations among words are decided according to 

their dependency relations in the parsing tree. 

Accordingly several heuristic syntactic patterns 

were designed. The online reviews usually have 

informal writing styles, including grammatical 

errors, typographical errors, and punctuation errors. 

This creates the existing parsing tools, which are 

usually trained on formal texts such as news 

reports, prone to generating errors. Accordingly, the 

syntax-based methods, which heavily depend on 

parsing performance, suffer from parsing errors and 

often do not work well. To increase the 

performance of these methods, we can specially 

design exquisite, high-precision patterns. However, 

with an increase in corpus size, this strategy is 

likely to miss more items and has lower recall. 

Disadvantages of existing works are cannot 

precisely detect the opinion relations among words. 

To tackle this existing disadvantage, this system 

proposed a novel Complementary Aspect based 

Opinion Targets with Opinion Words Co-Extraction 

Algorithm. This algorithm first pre-processes all 

reviews based on stop words removal and slang 

words replacement. Followed by, it identifies 

aspects and opinion words using Stanford Part of 

Speech tagger. Furthermore, this algorithm finds 

the sentiment for opinion words using 

SentiWordNet. It is a lexical resource for opinion 

mining. SentiWordNet assigns to each synset of 

WordNet three sentiment scores such as: positivity, 

negativity, objectivity. Advantages of proposed 

algorithm it detects the opinion relations among 

words with more precisely. 

 

II.  RELATED WORK 

 

Finding and abridging conclusions from online 

surveys is a vital  testing assignment. Usually 

received system creates organized survey synopses 

with viewpoints and conclusions. As of late subject 

models have been utilized to recognize important 

survey viewpoints, yet existing point models don't 

distinguish angle particular assessment words. In 

this paper, we propose a MaxEnt-LDA half breed 

model to together find the two perspectives and 

angle particular feeling words. We demonstrate that 

with a moderately little measure of preparing 

information, our model can adequately distinguish 

angle and feeling words at the same time[8]. 

Writing comments in news articles, blogs, or 

reviews have become a popular activity in social 

media. We analyse reader comments about reviews. 
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Analysing the review comments is important 

because reviews only tell the experiences and 

evaluations of reviewers about the reviewed 

products. On the other hand, Comments are readers' 

evaluations of reviews, their questions and 

concerns. The data in remarks is important for both 

future pursuers and brands..This paper have two 

latent variable models to simultaneously model and 

extract these key pieces of information [7]. One of 

the very important types of information on the Web 

is the opinions expressed in the user generated 

content, e.g., customer reviews of products, forum 

posts, and blogs. In this paper, we center around 

client audits of items. We consider the issue of 

deciding the semantic introductions (positive, 

negative or nonpartisan) of conclusions 

communicated on item includes in surveys. This 

problem has so many applications, e.g., opinion 

mining, summarization and search. Most of the 

existing techniques utilize a list of opinion (bearing) 

words (also called opinion lexicon) for the purpose. 

Opinion words are words which express desirable 

(e.g., great, amazing, etc.) or undesirable (e.g., bad, 

poor, etc) states. These approaches, however, all 

have some major shortcomings. We propose a 

comprehensive vocabulary based way to deal with 

taking care of the issue by misusing outside 

confirmations and etymological traditions of 

common dialect articulations. This allows the 

system to handle opinion words that are context 

dependent, which cause major difficulties for 

existing algorithms. It also works with many special 

words, phrases and language constructs which have 

impacts on opinions based on their linguistic 

patterns. It has an effective function for aggregating 

multiple conflicting opinion words in a sentence. 

[16] 

III. OPINION MINING 

News Comments provided on the web express 

readers' attitudes or opinions about an event or 

object in the corresponding news article, and 

opinion target extraction from news comments is 

very important for many useful Web applications. 

Numerous sentences in the remarks are 

unpredictable and casual, and in some cases the 

feeling targets are verifiable. The errand is 

extremely testing and it has not been explored yet. 

This paper proposes a new approach to uniformly 

extracting explicit and implicit opinion targets from 

news comments by using Centering Theory. The 

approach used in global information in news 

articles as well as contextual information in 

adjacent sentences of comments [13].This paper, 

present a novel approach for mining opinions from 

product reviews, where it converts opinion mining 

task to identify product features, expressions of 

opinions and relations between them. The 

advantage of the observation that a lot of product 

features are phrases, a concept of phrase 

dependency parsing is introduced, which extends 

traditional dependency parsing to phrase level. The 

concept is then implemented for extracting relations 

between product features and expressions of 

opinions [14].This paper focus on object feature 

based review summarization. Different from  

previous work with linguistic rules or statistical 

methods, we formulate the review mining task as a 

joint structure tagging problem. We have propose a 

new machine learning framework based on 

Conditional Random Fields (CRFs). It can provide 

rich features to jointly extract positive opinions, 

negative opinions and object features for review 

sentences. The structure can be naturally integrated 

into model representation. Apart from linear-chain 

structure, we also investigate conjunction structure 

and syntactic tree structure in this framework [15]. 

 

IV. LEXICON-BASED APPROACH TO 

OPINION MINING 

 

The sentiment analysis applications, the sentiment 

lexicon plays a key role. It is hard, if certainly 

feasible, to gather and keep up an all inclusive 

assessment vocabulary for all application areas in 

light of the fact that distinctive words might be 

utilized in various spaces. The main technique 

extracts such sentiment words from a large domain 

corpus based on different conjunctions and the idea 

of sentiment coherency in a sentence. We propose a 

novel proliferation approach that adventures the 

relations between opinion words and subjects or 

item includes that the feeling words alter, and 

furthermore assumption words and item includes 

themselves to give new conclusion words. As the 
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method provides information through both 

sentiment words and features, we call it double 

propagation. The extraction rules are outlined 

dependent on relations depicted in reliance trees. A 

new method is proposed to assign polarities to 

newly discovered sentiment words in a domain 

[18].The paper, we define the problem of topic-

sentiment analysis on Weblogs and propose a novel 

probabilistic model to capture the mixture of topics 

and sentiments simultaneously. The proposed 

Sentiment Mixture (TSM) model can reveal the 

latent topical facets in a Weblog collection, the 

subtopics in the results of an ad hoc query, and their 

associated sentiments. It could also gives general 

sentiment models that are applicable to any ad hoc 

topics. With a special designed of HMM structure, 

the sentiment models and topic models estimated 

with TSM can be utilized to extract topic life cycles 

and sentiment dynamics [10]. 

 

 

V. DEPENDENCY PARSING OF OPINION MINING 

 

This paper presents a novel method for mining 

product reviews, where it mines reviews by 

identifying product features, expressions of 

opinions and relations between them. with 

advantage of the fact that most of product features 

are phrases, a concept of shallow dependency 

parsing is introduced, which extends traditional 

dependency parsing to phrase level. The concept is 

then implemented for extracting relation between 

product features and expressions of opinions. 

Experimental evaluations shows that the mining 

task can benefit from shallow dependency parsing 

[12].We assume the problem of identifying product 

features and opinion words in a unified process 

from Chinese customer reviews when only a much 

small seed set of opinion words is available. In 

particular, we consider a problem setting motivated 

by the task of identifying product features with 

opinion words and learning opinion words through 

features alternately and iteratively. In customer 

reviews, opinion words usually have a close 

relationship with product features, and the 

association between them is measured by a revised 

formula of mutual information in this paper. A 

bootstrapping iterative learning strategy is proposed 

to alternately both of them. A rule is adopted to 

identify low frequent features and opinion words. 

Furthermore, a mapping function from opinion 

words to features is proposed to identify implicit 

features in sentence [19]. This paper demonstrates 

unsupervised way to deal with viewpoint based 

conclusion surveying from crude printed audits 

without unequivocal appraisals. The key 

commitment of this paper is three-overlap. Initial 

one, a multi-perspective bootstrapping calculation 

is proposed to gain from unlabeled information 

viewpoint related terms of every angle to be utilized 

for viewpoint distinguishing proof. Second one, an 

unsupervised division demonstrate is proposed to 

address the test of distinguishing different single-

angle units in a multi-perspective sentence[6]. 

 

 
               Fig 1: System Design 

 

Investigation of assessments, known as feeling 

mining or assumption examination, has pulled in a 

lot of consideration as of late because of numerous 

pragmatic applications and testing research issues. 

In this paper, we examine two essential issues, to be 

specific, supposition vocabulary development and 

sentiment target extraction Targets are entities and 

their attributes on which opinions have been 

expressed. To show the tasks, we found that there 

are several syntactic relations that link opinion 

words and targets. These relations can be used to 

find dependency parser and then utilized to expand 

the initial opinion lexicon and to extract targets. 

This proposed method is based on bootstrapping. 
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We call it as double propagation as it propagates 

information between opinion words and targets. 

The main advantage of the proposed method is that 

it only needs an initial opinion lexicon to start the 

bootstrapping process. The technique is semi-

managed because of the utilization of sentiment 

word seeds. We contrast the proposed strategy and 

a few best in class strategies utilizing a standard 

item audit test accumulation. 

 

VI. CONCLUSION AND FUTURE WORK 

This paper proposes a novel method for co-

extracting opinion targets and opinion words by 

using a complicated aspect model. Our fundamental 

commitment is centred around distinguishing 

assessment relations between supposition targets 

and sentiment words. Compared to previous 

methods based on nearest neighbour rules and 

syntactic patterns, in using a proposed algorithm, 

our method captures opinion relations more 

precisely and therefore is more effective for opinion 

target and opinion word extraction. In the future 

work, we would like to explore whether the 

proposed scheme can adapt to all types of 

opinionated texts. 
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