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Abstract 

Content Based Image Retrieval system automatically retrieves the most relevant images to the 

query image by extracting the visual features instead of keywords from images. Over the years, 

several researches have been conducted in this field but the system still faces the challenge of 

semantic gap and subjectivity of human perception. This paper proposes the extraction of low-

level visual features by employing color moment, Local Binary Pattern and Canny Edge Detection 

techniques for extracting color, texture and edge features respectively. The combination of these 

features is used in conjunction with Support Vector Machine to reduce the retrieval time and 

improve the overall precision. Also, the challenge of semantic gap between low and high level 

features is addressed by incorporating Relevance Feedback. Average precision value of 0.782 was 

obtained by combining the color, texture and edge features, 0.896 was obtained by using combined 

features with SVM, 0.882 was obtained by using combined features with Relevance Feedback to 

overcome the challenge of semantic gap. Experimental results exhibit improved performance than 

other state of the art techniques. 
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1. Introduction 
 

The growth of internet technology has witnessed an enormous increment in the number of digital 

images worldwide available on the internet. Users demand an efficient image retrieval system that 

will not only resolve the problem of manually annotating and entering the keywords but at the 

same time reduce the retrieval time. Over the years, text based image retrieval systems were used 

for retrieving images from a huge database that closely resemble the query image input by the user. 
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This image retrieval technique has proved to be cumbersome for very large databases such as 

geospatial satellite imagery, medical databases where the size of database is quite large and the 

keywords are difficult to memorize. The problem of semantic gap also exist in text based image 

retrieval systems. It sometimes becomes impossible to manually annotate images in a very large 

database. The challenges faced by conventional image retrieval systems encouraged the 

researchers to overcome the challenges by designing an automatic retrieval system that uses the 

visual features instead of keywords for retrieving images relevant to the query. Content Based 

Image Retrieval (CBIR) system retrieves the images that are most relevant to the query image from 

an image database by extracting the low level visual features such as color, texture, shape using 

appropriate retrieval techniques. In 1992 T. Kato used the term content-based image retrieval to 

describe the experiments into retrieving the images automatically from a database by using color 

and shape feature extraction.  

 
The earliest CBIR system popularly known as QBIC was developed by IBM. The various 

commercial CBIR systems are QBIC, Virage, VisualSEEK, Netra, Photobook and SIMPLIcity. 

CBIR system involves two basic steps. The first step extracts the low level visual features from 

the query and database images and the second step computes similarity of the feature vectors 

obtained from the first step.   CBIR system finds applications in fields such as Medical diagnosis, 

Geospatial Satellite Imagery, Fashion Designing Crime Prevention, Face recognition, 

Architectural and Engineering design, Textile industry and others.  The current CBIR systems are 

still lack in accuracy of   relevant image due to the improper selection of feature extraction methods 

and similarity measurement. Gap between information extracted automatically from the visual data 

and   interpretation by the user which is known as Semantic gap. Subjectivity of human perception 

of visual content. 

 

1.1. Basic CBIR System 

 

First, the Query Image is input by the user. Low level features such as color, texture and shape are 

extracted from the query image as well as database images. Feature vector is formed from the low 

level features extracted. The feature vectors of database images are stored in a binary file. The 

similarity between query image and database images is computed to obtain the most relevant 

images from the database. The database images are arranged in ascending order corresponding to 

their similarity evaluation. The block diagram of basic CBIR system is shown in Figure 1. 

 

 

Figure 1: Block diagram of CBIR 
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2. Literature Survey 

 
A CBIR system based on Color strings comparison was proposed. Database was classified using 

Support Vector Machine Classifier in order to obtain different classes. Features of the query image 

and for all images in the specified class label are extracted using color string coding and 

comparison method. Database classification improves the performance and color string coding 

gives better results [1]. 

 
 A hybrid feature based efficient CBIR system was proposed using various distance metrics. 

Spatial domain features such as color auto-correlogram, color moments, HSV histogram features 

and frequency domain features such as moments using SWT and Gabor wavelet transform were 

used. The precision was improved by using binarized statistical image features, Color and Edge 

directivity descriptor features. WANG database containing 1000 images was used. Similarity 

measurement was done using Euclidean distance, City block distance, Minkowski distance and 

Malabonis distance. High precision was achieved by using BSIF and CEDD descriptor [2]. 

 
 A novel similarity evaluation using a meta-heuristic algorithm called a memetic algorithm 

(genetic algorithm with great deluge) is achieved between the features of the QI and the features 

of the database images. This work proposed an effective CBIR system using MA to retrieve images 

from databases. Then, using the MA based similarity measure; images that are relevant to the QI 

were retrieved efficiently.  Corel image database was used. It has strong capability to discriminate 

color, shape and color, texture features. The results outperformed other CBIR systems in terms of 

precision and recall where average precision and recall rates were 0.882 and 0.7002 respectively 

[7].  

 
The overview of various techniques used for extracting low level features i.e. color and Texture 

was given. Color feature extraction techniques are Color histogram, color Correlogram, color co-

occurance matrix and Dominant Color descriptor. Texture feature extraction techniques are 

Tamura teaxture feature, steerable pyramid, wavelet Transform, Gabor wavelet Transform. A 

comparative analysis of color and texture feature extraction techniques wiith their advantages and 

disadvantages was given [12].  

 
A CBIR system based on Interactive Genetic Algorithm was proposed to increase the accuracy of 

image retrieval. The retrieval process was split into two stages. In the query stage, the query 

features were extracted and the similarity between the query image and database image features 

was evaluated. In the evolution stage, the most relevant images were retrieved using Interactive 

Genetic Algorithm. The proposed system incorporates user oriented CBIR that uses Interactive 

Genetic Algorithm to find the most relevant images to the user. IGA provides an interactive 

mechanism to effectively capture the user’s intention [16].  

 
Color feature was extracted by color moments, texture feature was extracted by wavelet and shape 

feature was extracted by using Edge Histogram. The classification of image into different groups 

is performed by incorporating SVM classifier and the computation of similarity is carried out 

within the same class. The combination of color, texture and shape feature exhibits higher values 

of average precision compared to individual features [41].  
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A content Based image retrieval system using Support vector machine based Relevance Feedback 

that incorporates not only positive but also negative feedbacks for retrieving images is proposed. 

SVM learns the information regarding the positive and negative examples and the desired weights 

are automatically updated for images that are positive and relevant. Results show better 

performance [50]. 

 
3. Proposed Methodology 

 
A CBIR using hybrid framework is developed in which the images relevant to query image are 

extracted by carrying out color, texture and edge feature extraction by employing color moment, 

Local Binary Pattern and Canny edge detection techniques respectively. The similarity between 

features of query image and selected images is then computed by using Manhattan distance. 

Bubble sort algorithm is used to sort the images. Support vector machine is used after combining 

the feature vectors obtained by extracting color, texture and edge using appropriate weights.  

 

 
Figure 2: Block diagram of proposed system 

 

Finally the problem of semantic gap is overcome by using relevance feedback that allows the user 

to select relevant and irrelevant images as per his/her requirement.  The Block diagram of proposed 

CBIR system is shown in Fig 2. 

 
3.1. Wang’s Database 

 
Wang’s database is a database of 1000 images belonging to ten categories namely Africa, Sea, 

Buildings, Buses, Dinosaur, Elephants, Flowers, Horses, Mountains and Food as shown in Figure 

3. Each category comprises of 100 images.  
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Figure 3: Wang’s Database 

 

3.2. Color Feature Extraction Using Color Moments 

 
First order moment: It describes the average information about pixel distribution of a given 

image.  

 
Second order moment: It describes the closeness of pixel distribution about mean color. 

 

Mean (Ic) = 
1

𝑀𝑥𝑁
 ∑ ∑ 𝑃𝑐𝑖𝑗𝑁

𝑗=1
𝑀
𝑖=1 , c= [R, G, B]                                                                                 (1) 

 
Ic= color channel information 

M, N= row and column size of image 

𝑃𝑐𝑖𝑗=image pixel value in ith row and jth column 

Std(𝐼𝑐)= (
1

𝑀𝑥𝑁
∑ ∑ (𝑃𝑐𝑖𝑗

𝑁
𝑗=1

𝑀
𝑖=1 − 𝑀𝑒𝑎𝑛(𝐼𝑐))

2)

1

2
 , c=[R,G,B]                                                          (2) 

 
3.3. Texture Feature extraction using Local Binary Pattern 

 
The images in RGB color space are converted into gray scale before carrying out actual processing. 

In each iteration the input is a 3x3 gray scale image. The threshold for pixels in the neighborhood 

is obtained by using the center position pixel of the sub-block. The sub-block is represented using 

the binary values obtained from thresholding where LBP estimation for 3x3 sub-block is 

performed using the following equation. 
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 LBP𝑁 = ∑ 𝑓(𝑃𝑖 −𝑁−1
𝑖=0  CP) 2𝑖  ; f(p)={

1; 𝑃 ≥ 0
0; 𝑃 < 0

                                                                                (3) 

 
N = No. of neighboring pixels for center pixel in 3x3 sub-block 

 
3.4. Edge Features Extraction Using Canny Edge Detector  

 

Edges are formed by abrupt change in intensity. A multi stage algorithm is employed for wide 

range edge detection in images. Edge detection is perfect, clear response and good image 

localization is achieved. Gaussian Blur is used to remove Speckles and image noise. Gradient’s 

intensity and direction is obtained. Non-max repression determines if a pixel is a better candidate 

for edge than its neighbors. 

 

3.5. Support Vector Machine 

 

 
Figure 4: Support Vector Machine Hyperplane 

  

The training vectors of two classes is represented in the form of a set. The problem is to 

differentiate between these two classes 

 

  {(𝑥𝑖⃗⃗  ⃗, 𝑦𝑗  )}𝑖=1

𝑁
  ,       𝑦𝑖 = +1/-1                                                                                                         (4) 

 
𝑥𝑖= pattern given as input, 𝑦𝑗 = label 

+1 indicates that an example is positive while -1 indicates that the example is negative. The 

hyperplane that differentiates the two classes is given as: 

 
   �⃗⃗� 𝑇𝑥  +b = 0                                                                                                                                    (5) 

 
𝑥  = vector input, �⃗⃗�  = weight vector, b= bias 

 
For obtaining an optimal hyperplane the values 𝑤𝑜and 𝑏𝑜 need to be found for maximizing the 

separation between hyperplane and closest data points.  

 

  𝑤𝑇 𝑥𝑖⃗⃗  ⃗ +𝑏𝑜 ≥ 1             for 𝑦𝑖 = +1                                                                                                    (6) 
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 𝑤𝑇 𝑥𝑖⃗⃗  ⃗ +𝑏𝑜 ≥ -1             for 𝑦𝑖 = -1                                                                                                    (7) 

 
The separation between a point 𝑥  and optimal hyperplane is given by: 

 

  𝑑(𝑤𝑜, 𝑏𝑜 , 𝑥 ) = 
|𝑤𝑜

𝑇𝑥 +𝑏𝑜|

‖𝑤𝑜‖
                                                                                                                 (8) 

 
3.6. Relevance Feedback 

 
 

 

Figure 5: Block diagram of relevance feedback 

 
Relevance feedback involves the user for selecting more semantically relevant images to the query. 

When any image is input by the user its low level features are extracted. Similarity metric is used 

for sorting the most relevant images. If the retrieved images satisfy the user, the process of retrieval 

is halted. If the retrieved images do not meet the user requirement the index numbers of the 

irrelevant images are input by the user. These images are rejected for the next iteration and the 

similarity metric is recalculated. Sorting is performed based on the similarity value. If the 

satisfaction of the user is still not met the user again inputs the index of irrelevant images and 

relevance feedback process is repeated. The block diagram of proposed Relevance feedback is 

shown in Figure 5. 

 
3.7. Algorithm 

 
Algorithm for content based image retrieval system by fusion of color, texture and edge features 

with Support Vector machine and Relevance Feedback 

1) The R, G, B color channels extracted from the colored images are separated. 

2) The visual features namely, color, texture and edge are extracted by incorporating color 

moments, Local Binary Pattern and Canny edge detection techniques. 

3) The feature vectors obtained by extracting color, texture and edge features are combined. 

4) The similarity between the query image and images from the database is computed using 

the Manhattan distance.  

5) SVM classifier is used to identify the class to which the query image belongs and the 

images relevant to the query from that class are retrieved. 
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6) If the user is satisfied with the retrieved images the final results are displayed. 

7) If the user is not satisfied with the results the image indexes of the irrelevant images are 

entered in the next iteration.  

8) These irrelevant images are eliminated in the next iteration. 

9) Relevance feedback is finally used to iteratively refine the results to obtain the most 

relevant images as per the user’s requirement. 

 
4. Experimental Results 

 
In this paper, the extraction of images relevant to the user’s query was performed by extracting 

three visual features namely color, texture and edge from the query image as well as images 

belonging to the Wang’s database. The Wang’s database comprises of 1000 images divided into 

10 categories. Each category consists of 100 images. Color feature extraction was done by 

employing Color moments, texture feature extraction using Local Binary Pattern and edge feature 

extraction using canny edge detection technique. 

 
The user inputs a query image whose low level features (color, texture and edge) are extracted 

using color moments, Local Binary Pattern and Canny edge detection techniques respectively. The 

precision recall and f-measure value of random images input by the user from each category of the 

Wang’s database is tabulated in table and a graph of precision, recall and f-measure values obtained 

by color feature extraction using color moments for 10 categories is plotted. Figure 6 a. shows a 

sample query image input by the user and corresponding top ten retrieved images from the database 

that are most similar to the query image extracted using color moments. The Manhattan distance 

that indicates the similarity between the retrieved images from database and query image is 

displayed on the top of each retrieved image. Top 10 images that are nearest to the query image 

are retrieved. Lesser the value of Manhattan distance of retrieved image higher the similarity with 

query image. Further, Figure 6. b. shows a sample query image from the category flowers of the 

Wang’s database and the corresponding top 10 images retrieved from the database by extracting 

the texture features from query and database images using Local binary pattern. 

 

 
Figure 6a: Images Retrieved by extracting color features using Color moments b. Images 

Retrieved by extracting texture features using Local Binary Pattern 

 
Figure 7. a.  shows a sample query image from the category sea of the Wang’s database and the 

corresponding top 10 images retrieved from the database by extracting the edge features from 

query and database images using Canny edge detection technique. The Manhattan distance is 
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displayed on the top of each retrieved image. Figure 7. b.  shows a sample query image from the 

category flowers of the Wang’s database and the corresponding top 10 images retrieved from the 

database by extracting the combined color, texture and edge features from query and database 

images using Color moments, LBP and Canny edge detection techniques. 

 

 
Figure 7a: Images Retrieved by extracting edge features using Canny Edge Detection. b. Images 

Retrieved by extracting combined (color, texture, edge) features 

 
Figure 8. a. shows the top 10 retrieved images similar to the query image belonging to the category 

mountain of the Wang’s database. Images are retrieved by extracting combined color, texture and 

edge features. Further, Figure 8. b. shows the top 10 retrieved images similar to the query image 

belonging to the category mountain of the Wang’s database. Images are retrieved by extracting 

combined color, texture and edge features and using Support Vector Machine classifier. 

 

 
Figure 8a: Retrieved images extracted by combining color, texture and edge features.  b. 

Retrieved images extracted by combining color, texture and edge features using SVM 

 

 
Figure 9: Retrieved images extracted by combining color, texture and edge features and 

Relevance Feedback. 
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Further, figure 9. Shows the top 10 retrieved images similar to the query image belonging to the 

category mountain of the Wang’s database. Images are retrieved by extracting combined color, 

texture and edge features and relevance feedback is incorporated to refine the retrieval results.  The 

precision, recall and f-measure values for images retrieved in fig 8.a, 8.b. and 9 for combined 

features, combined features with SVM and combined features with relevance feedback have been 

tabulated in table 1.  

 
Table 1: Precision, Recall and F-measure for Fig 8. a., 8.b. and 9 for combined features, 

combined features with SVM and combined features with relevance feedback 

Performance 

Parameters 

Combined 

features 

Combined features 

with SVM 

Combined features with 

Relevance Feedback 

Precision 0.6 0.9 0.8 

Recall 0.06 0.09 0.08 

Fmeasure 0.109 0.1636 0.1454 

 

The average precision value of five random images input by the user from each category of the 

Wang’s database by extracting color texture and edge features individually and then combining 

them is tabulated in table 2. 

 
Table 2: Comparison of precision values obtained for images belonging to Wang’s database by 

extracting color texture and edge features individually and then combining them 

Category Color 

Moments 

LBP 

texture 

Canny 

Edge 

L.K. Pavithra et 

al. 

Combined 

Africa 0.62 0.68 0.4 0.73 0.82 

Sea 0.54 0.52 0.22 0.82 0.8 

Buildings 0.38 0.76 0.3 0.75 0.72 

Bus 0.42 0.8 0.84 0.87 0.94 

Dinosaurs 1 0.96 0.58 0.93 1 

Elephants 0.4 0.38 0.4 0.76 0.62 

Flowers 0.68 1 1 1 0.86 

Horse 0.92 0.8 0.76 0.82 0.91 

Mountains 0.34 0.26 0.46 0.8 0.44 

Food 0.52 0.56 0.52 0.71 0.71 

Average 0.582 0.672 0.548 0.832 0.782 
 

Comparison of precision values obtained for images belonging to Wang’s database by extracting 

combined color texture and edge features with SVM and without SVM and combined features 

with Relevance Feedback has been tabulated. The average precision value of five random images 

input by the user from each category of the Wang’s database is tabulated in table 3. 
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Table 3: Comparison of precision values obtained for images belonging to Wang’s database by 

extracting combined color texture and edge features with SVM and without SVM and combined 

features with Relevance Feedback 

Category L.K. 

Pavithra et 

al. 

Combined 

features 

combined features 

with SVM 

Combined features with 

RF (without SVM) 

Africa 0.73 0.82 0.8 0.96 

Sea 0.82 0.8 0.82 0.76 

Buildings 0.75 0.72 0.9 0.8 

Bus 0.87 0.94 1 0.83 

Dinosaurs 0.93 1 1 1 

Elephants 0.76 0.62 0.98 0.84 

Flowers 1 0.86 1 1 

Horse 0.82 0.91 0.8 1 

Mountains 0.8 0.44 0.66 0.77 

Food 0.71 0.71 1 0.86 

Average 0.832 0.782 0.896 0.882 

 

A graph of precision values obtained by color, texture, edge feature extraction, for 10 categories 

is plotted as shown in Figure 10. 

 

 
Figure 10: Graph for Comparison of precision values obtained for images belonging to Wang’s 

database by extracting color texture and edge features individually and then combining them 

 
A graph of precision values obtained by combined color, texture, edge feature extraction, 

combined feature with SVM and Combined feature with relevance feedback for 10 categories is 

plotted as shown in Figure 11. 
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Figure 11: Graph for Comparison of precision values obtained for images belonging to Wang’s 

database by extracting combined color texture and edge features with SVM and without SVM 

and combined features with Relevance Feedback 

 
5. Conclusion 

 
In this paper, the extraction of images relevant to the user’s query was performed by extracting 

three visual features namely color, texture and edge from the query image as well as images 

belonging to the Wang’s database. The performance of CBIR system by extracting individual 

features only is not effective while their combination yields good results. Color, texture and edge 

feature extraction was done by employing Color moments, Local Binary Pattern and Canny edge 

detection techniques respectively. Analysis is carried out by first retrieving images using color, 

texture and edge features individually, then by combining them and finally by applying SVM. 

Relevance feedback has been used to overcome the semantic gap. Results show that the 

performance of proposed system exhibits high precision value than other state of art techniques.  
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