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ABSTRACT

The OCR system is computerized scanning systenemiades user to scan a text document into an relsict

computer file that can be edited, usually the O@&esn’s performance gets badly affected due tgptasence of
hand drawn underlines (straight, curved, toucheatouched, bent, broken, elliptical etc) and anniota lines of
various forms (such as straight lines, circulardg elliptical, strokes or embossed lines etc)hSuerlines and
annotations are drawn by reader in free hand to mene text, so this need to be removed from tharsx text,
so as to make text legible thereby improving OGRieificy. In this paper, we will discuss the meaitsl demerits
of techniques used for detection and removal ofedimes and annotations proposed earlier. Also dficient

technique to detect and remove different typesnabtations and underlines is proposed in this papwhich is

based on Artificial Neural Network and Fuzzy C-nealustering.

Key words: OCR, ANN, FCM clustering, underline & annotatiortetgion and removal

INTRODUCTION

A text document can be usually seen with varioudedimes (curve, bent, straight, touched, untouatredroken
etc) and annotations(straight lines, circular péltial, strokes, embossed lines) made by the wseremorise text
etc. In this paper we will deal with study of te@ures which a have been used earlier in the deteatnd removal
of these underlines and annotations. Also an effag been made to design an efficient algorithrdetiect and
remove various kinds of annotations and underlmasks in the text document. In [1] Bai et al usiee technique
of common connected analysis along with bottom exdgdysis to detect and remove the underlinesdacament
image. Arvind et al [2] proposed a method for liremoval and restoration of erased areas of hanwrit
elements. Pratihar et al [3] developed an algorifomdetection and removal of underlines from tlcarsed
images by locating the underlines by detectingatiges of their covers as a sequence of approxiynstigight
segments from the boundary edge map of underlirets pafter getting the exact cover of underlimatsgy is
applied for underline removal. Pratihar et al [4pposed yet another algorithm in which a schemed&iection
and removal of hand drawn annotations from scardsmliment page was applied. The cover of the argobtat
object was detected as sequence of straight edgmesds after getting cover, method of inpaintings wesed
where reconstruction was needed. Govindraju eflatfplored a method for underline removal by safiag text
from overlapping strokes, the system first detdélats smooth strokes and then identifies probablesdimes, by
measuring the length of stroke, if it is greataartla certain length, it is considered as non tadtramoved from
the document. Yu et al [6] used the method for liemoval and character restoration using Block Aeljy
Graph representation of binary image as inputhls paper we have proposed ANN based method tatdaiel
remove the various kinds of underlines and anrmatharks, so that we are able to improve the workhOCR
system, to read characters from scanned imagesahécotherwise degraded by such annotations. idkyss of
existing techniques and their merits and demerégasen in next section.

CONNECTED COMPONENT ANALYSISAND BOTTOM EDGE ANALYSIS

This method was given by Bai et al [1], the stepkoived in detection and removal of underlinessgalows:-First
underline detection is applied secondly underliemaval is applied lastly disambiguity module is ghiced to
reduce the risk of wrongly and doubtful underlines.
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Fig.1 Architecture of Underline Removal and Detection Using Connected Component Analysis

Underline Detection Module: Using Connected Component Analysis for untouchedketimes and Bottom Edge
Analysis for confirmed untouched lines.

Underline Removal Module: For untouched underlines, the detected connecaietbanents are deleted directly
and hence removed and for untouched underlinegisaenbiguity analysis carried first and hence theeulines are
removed.

Merits: It removes touched, untouched, slightly curved ulnts.

Demerits: Better strategies for dealing with broken and dhublines need to be developed; secondly the
disambiguity module needs improvement.

USING GABOR FILTER ALONG WITH CONNECTED COMPONENT ANALYSIS

This technique was reportedly used by Das et al fif] underline detection and removal in Bengali ngish

document. For underline detection first Gabor fiite a specific direction to detect the underliegion and then
connected component analysis is applied to detecparticular underline and then underline remdaahrried out
by nearest neighbour approach.

Underline Detection M odule

« A document image as input is taken then on it m@ear Ostu Binarization algorithm is applied to dgle¢
binarized image.

« After that apply gabor filter so that with its hetcan be identified which is the underline region

* Next apply Binarization Algorithm on the Gabor diltoutput image ,as an output one gets only thenlind
region of the document perfectly because the iitiengthe red line region is low than underlingjian.

» Then particular underline region is chosen by usimegConnected Component Analysis.

* After that non interested region is removed in cetbur by using the Connected Component Analysis.aA
result underline is detected separately.

Underline Removal Module
For untouched line: An untouched line can be detkand removed by Connected Component Analysis.

For Touched Underline

« Apply thinning algorithm in the portion of the untiee region and the output obtained is thinnedgena

« Apply Connected Component Analysis.

» Next its decided whether the underlines are touchathtouched: - Move from left to right applyin@hected
Component Analysis, if the pixel is black thensitconfirmed it is branch that is , it is touchedl@nine, if it is
not black pixel then it is untouched underline.

* For removing the touched underline first removelirench portion and the move from pixel in leftright of
connected component region and when a black pixebtained then white value is put over that am#&rest
neighbour pixel if its black, hence underline imoved .

Merits: It works efficiently for touched, untouched anadken underline.

Demerits. Broken Underline Removal needs improvement and alsoethod of how to utilize characters from
business document needs to be developed.
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DIGITAL GEOMETRIC RULESAND INPAINTING TECHNIQUE

Pratihar et al [4], proposed an algorithm for thetedtion and removal of hand drawn annotations $igguthe
strategy of digital geometric analysis and inpaigtiechnique using the Fast Marching Method comynoalled as
FHH.

The system works in the following manner:

Detection of Annotations by Digital Geometric Rules

« At first Boundary edges are extracted from the tiieal image using structuring element of size 3x3.

» Then algorithm detects the annotation object boynds a chain which is sequence of digital straggiges.

« Finally a set ‘s’ of straight segments is extractddch covers only annotation object as much asiptes but
does not touch the characters.

« Every straight edges comprises at most two chads< for one of these its singular code ,the ragtke must
be 1,for the non singular direction can have owy lengths which are consecutive integers.

» The set ‘s’ may vary on changing start point pifis the start point then procedure for tracing #traight edges
from ‘p’ start in two directions as there will be&d unvisited neighbours. Let one neighbour lie irection d1
and the other indirection d2 .If d and d2 differrbgre than 1 then point p is considered as a [stént.

» The end point will be the point ‘q’ where the stfai edge finding algorithm halts ,consequently p#tart point
(forming chin ) is found.

* To find non singular direction of the connectinggesl between two chain segments Bin Direction Cade i
followed.

« Following these steps the collection of bound@mg kegments that cover the annotation line aregbeaound
out ,this covered area is used as mask for inpajnti

Fig. 2 Bin Direction Code

Document Cleaning by I npainting
 Construct mask & source image for inpainting.
* Image smoothness estimators works on the weightethge of pixel gray values which is calculatedroxe
known neighbourhood of image pixel to be inpainted.
 Fast Marching Method is used to propagate imagmimdtion) after detection of mask, fix the souncege by
subtracting the mask that is the annotation mawk the input image.

Merits. Method can accurately quantify the area of annmtaline whether they are touched ,untouched by text
characters and whether the lines are curved drasecommonly seen when drawn by hand.

Demerits: Final reconstruction of characters segments campmved.
CONNECTED COMPONENT ANALYSISAND BLOCK SEGMENTATION
This technique was applied by Arvind et al [2]

Steps
* Noiseremoval: It is carried out by connected component analysid, ON no of the pixels is obtained.
Tp = np —Minp/maxp-minp (1)
Ta =na-min a/maxa-min a (2)

np:- No of ON pixels, na:-aspect ratio of compdnen
Run length smoothening of the image with the patamselected so that inter and intra gap charactetis the
paragraph are filled.
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« Skew Detection and correction: Assuming that the maximum skew would not be gretiten 10 degree the
image is rotated & HPP is obtained along with gmgrealues.
« Line detection and removal: Where line exists there is a peak in the HPP igdotal Projection Profile).
» After potential line containing rows have beenedétd the rows are traversed and then the runHemighin
them is obtained.
* Lines are removed using the connected componehtsima
* Restoration of Handwritten elements: It involves two steps, the detection of the stro&ed filling up of the
erased area.
Merits:
Restoration of hand written elements (in a fastmeanwith multiple lines passing over them withyiag thickness
and secondly the document is divided into blocks stew correction was done.
Future scope: Restoration of printed characters.

CONNECTED COMPONENT ANALYSIS, BOUNDARY EXTRACTION

Pratihar et al [3] gave this method; in it detectid almost straight lines from boundary edge miapnalerline parts
has been performed.

M ethod:

Height and weight is found by the Connected CompbA@alysis and Boundary Edge Extraction is usedeti@ct
the underline covers.

Merits:
It efficiently removes the touched, untouched cdreeslightly bent, this method works even in thesgence of
headlines.

Demerits:
To find the broken, small length and doubtful utides a few more thresholds can be set.

PROPOSED METHOD

The OCR algorithms may perform well for the idebdan images. Recognition of objects and patteras dhe
corrupted by various noises has been a goal ohteesearch. Therefore underlining in the scanremilighents is
the major problem in OCR systems, which needs telin@nated. Similarly other annotation lines iskew lines,
cross lines, curved or round annotation lines alsed to be removed in order to get charactersffosa such
annotations in the scanned documents. In existiagk welated to annotation removal, different tecfueis have
been found but most of them work on a particulpetpf annotation line and fail to detect other din€herefore
there is not a universal method available whichreamove all types of annotation lines in documemdges. In this
work, we have explored this problem and tried tal fout solution for removing various types of amtion lines in
a document in single running of the algorithm. Tiféerent explained below:-

Pre-processing
« Collection of datasets: All the images were acquired by scanning the texudhents annotated with different
colour pen and different types of annotation lines skew, elliptical, curved, crossed etc. arectated to
evaluate the performance of the algorithm.
 Pre-processing the images. The images were converted to PNG format while sicenand then converted to
Lab format.

Gabor Filtering

In this we used Gabor filters to enhance the indgeacter region as well as annotated region flwgiven text.
Gabor filters are bandpass filters which are useiinage processing for feature extraction, texamalysis, and
stereo disparity estimation. The impulse resporfsthese filters is created by multiplying a Gaussenvelope
function with a complex oscillation. In this way,aor filters help in enhancing the edges in thegenavhen
applied in various directions on an image Gabderfil, which have been shown to fit well the recepfields of the
majority of simple cell in the primary visual coxt¢ll], are modulation products of Gaussian and plemn
sinusoidal signals.

A 2D Gabor filter oriented at angle is given by:

X2+ )Py NG
Uso4.0,(% Y) =EXPE ZO}fy )cos(ng +¢

where
X'= xcosf+ ysind
y'=xsind+ ycod

®3)
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A This is the wavelength of the cosine factor of @ehor filter kernel and here with the preferred @lanagth of
this filter

®: This parameter specifies the orientation of thenadrto the parallel stripes of a Gabor function.

®: The phase offset in the argument of the cosine factor of the Gdbnction is specified in degrees. Valid values
are real numbers between -180 and 180.

v: This parameter, called more precisely the spasipect ratio, specifies the ellipticity of the sapgpf the Gabor
function.

b: The half-response spatial frequency bandwidfim octaves) of a Gabor filter is related to théora / A, wherec
and A are the standard deviation of the Gaussian fagtathe Gabor function and the preferred wavelength,
respectively. The Gabor filter has been shown tcabeefficient and robust edge detector which offdistinct
advantages over traditional edge detectors, sudRobaerts, Sobel, etc., and can be comparable aygerier to
Canny edge detector generally thought as an optiaiged detector.

FCM Clustering

FCM is a method of clustering which allows one pierf data to belong to two or more clusters. Thenma
difference between the traditional hard clusteramgl fuzzy clustering can be stated as follows. &/hil hard
clustering an entity resides only to single clusieifuzzy clustering entities are allowed to resido many clusters
with different degrees of membership. The most kmawethod of fuzzy clustering is the Fuzzy c-Mearethad
which is being most widely used in image processipglications. The steps involved in FCM are bdedis below.
The following is description of the FCM algorithmhich is implemented Fuzzy Logic.

1) Select the number of clusteg§2 < c< n), exponential weighi/(1< g < ), initial partition matrix U, and

the termination criterion. Also, set the iteratiodex | to O.

2) Calculate the fuzzy cluster cent§hé'| i =1,2,3....c by using U

3) Calculate the new partition matrix Uby using{V,'| i =1,2,3....c}

4) Calculate the new partition matrf =|| U™ =U" |k MAX ; | liijj}l— |jJ ifA > gthen seti=i+ 1 and go to
step 2, If not, then stop.

So fuzzy-c-means is applied to do clustering whiesults in segmentation of whole text image intonbar of
clusters. FCM uses Euclidian distance for makingtelrs and hence clusters the annotation linesparate clusters
from the characters. After that two classes arainbt by using region merging in which annotatioe pixels are
set as first class and rest of the image as setlass.

Artificial Neural Network (ANN)

ANN is used to separate the unwanted region thahéannotated area from the scanned text whiokqigired as
final output, the working of the ANN as well agttiree layer model back propagation is as expdaimbow :-

The multi-layer back-propagation neural networkbisst suited for the engineering applications.[1gny

researchers proved that the multi-layer back prapag with three layers can perform arbitrarily qoex

classification. [13-14].

Input layer 7 Hidden layer ‘ Output layer

Input value 1 —==| X V{\l e

¥ & =
e = Output value |
Input value2 —®= X3 &
< (o o F—— Output value ---
Input value --» ———#=|
\ \
.-'j' ," Mk = Output value k
Input value m ———®=| Xy @ ‘:i o i Transfer
— N g
{ H, ¥ Transfer function

function
Fig. 3 ThreeLayersMode Back Propagation Neutral Network

Propagation of data takes place from input layeghéoutput layer. In supervised learning the neétvi® presented
with a series of matched input and output pattenmd the connection strengths or weights of the ections
automatically adjusted to decrease the differerstevden the actual and desired outputs. Patternprasented to
the network and a feedback signal which is equatht difference between the desired and actualublp
propagated backwards through the network for thesatient of weights of the layers’ connections aday to the
back propagation learning algorithm. Train Im isetwork training function that updates weight amasbvalues
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according to Levenberg-Marquardt optimization. frah is often the fastest back propagation algoritin the
toolbox, and is highly recommended as a first-ch@apervised algorithm, although it does requireenmoemory
than other algorithms.

Inpainting is performed finally; the parts of thieacacters which are lost are finally reconstrudigdilling in the
mean intensity values for the characters.

RESULTSAND DISCUSSIONS

Following are the scanned input images marked wittierlines and annotations along with the resulizaiges
after the detection and removal of these annotéiti@s obtained by following the proposed method.
Text Image with Broken Underlines

a) In fig. 4, we have taken a scanned text imagekedawith broken underlines, so our aim is to remohese
underlines from the text, such that the resultartipat image obtained by applying the proposed &lgor is free
from the underlines

b) Next, this input image is then tested with th@ROsystem so as to see how well the OCR systerorpesfwith
the input image marked with broken underlines;ith&ge obtained is shown in Fig. 5.

c) The image is then tested with the proposed ndefimowhich FCM clustering is performed,along wipplying
gabor filter finally ANN testing and training issdormed on the input image so as to separatarithetated area
that is the underlines from the characters, asualtréhe broken underlines present in the inputgienare removed,
the image so obtained is free from underlinesaiaimg just characters as shown in Fig. 6.

d) Finally, the output image obtained from the megd method, which is free from the broken undesliis then
tested with OCR system, so as to see if the OCRsys efficiency is improved, the result is as shaw Fig. 7.
Thus it can be seen that the proposed method weeksn the detection and removal of the underlinad also the
output of the OCR system gives more accurate owfiat applying the proposed method to the undedlitext
image.

m:un rmnn- for annetalisn remens al

Jhe system is trained_on the first three shots. One proflle
per client per shot is _stored in the training set. From the

three profiles for each client a single reference proﬁle is se-
lected by pairwise compargison of the profile images. The
 profile yielding the lowest matching distance to the other

Fig. 4 Text Input Image With Broken Underlines

LQ.5vateLn is trained.on the first three shots. One profile
per clientper shotis stored in he training set. From the
three aoffies for each cliculLA single reference profile is se-
lected bv pairwise comparison of the profile images. The
profile vielding the lowest matching distance to the other]

Fig. 5 OCR Output of the Underlined Text I nput Image

Image after annotation removal

.The system is trained on the first three shots. One profile
per client per shot is stored in the training set. From the
three profiles for each client a single reference profile is se-
lected by pairwise comparison of the profile images. The
profile yielding the lowest matching distance to the other

Fig. 6 Output Image after Broken Underlines Removal

The system is trained on the first three shots. One profile
per clientper shot is stored in the training set. From the
three profiles for each client a single reference profile is se-

lected by pairwise comparison of the profile images. The
profile vielding the lowest matching distance to the other
Fig. 7 OCR Output of Output I mage
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e) Following is the table which shows the comparietween the precision and recall ratio of theuinmage
marked with broken underlines and the resultarputafter underline removal.

Table -1 Precison Ratio and Recall Ratio of Input Image (Marked With Broken Underlines) and Output Image
(After Underline Removal)

. No of annotation True False False Total characters in| Recall Precision
Type of image . o - . : : .
lines positive | positive | Negative the image Ratio ratio
a) i/lp image with broken lines 29 detected 131 6 1 2 149 .9849 .8911
b) o/p image with broken line annotation removal 29 removed 149 0 0 149 1 1

Precision ratio and recall ratio

0.9 -

_ Precision ratio

0.8 - |:| Recall ratio

0.7 [~
0.6 -

0.5 -

Percentage

04 -

0.3

0.2 -

i/ image with broken lines Borken lines annotation removal

Fig. 8 Graphs Depicting Precision and Recall Ratio of the Input Underlined Text |mage and the Output Image with Underline Removal

f) From the Fig. 8, it is observed that the progbseethod improves the precision ratio and recaib raf the input
image thereby improving the working of the OCR tegs Similarly the annotation removal technique applied
to the text images marked with different typesaminotationgsuch as straight lines, circular lines, elliptjcsirokes
or embossed lines etc ) and underlines (straigimved!, touched, untouched, bent, broken, elliptieadd the
resultant output obtained was free from the markslemby user. Also the images were tested by martkiagext
with different coloured pen like green, red etc émeloutput obtained for the following are as below

Input Image with Green Coloured Underlines
a) Following is an input text image marked with gremoured pen. In similar manner to the removal i@kkn
underlines discussed above, algorithm is appliegd¢édamage so as to remove the underlines as shofig.9.

b) After applying the ANN based algorithm to theum image for detection and removal of the undesdifrom the
input text image the image so obtained is as show#ig. 10.

Input image for annetation removal

a high degree of similarity, it is an indication that both
patterns havt the same -::rrag;_n Hence we cuniec:ture that it is_
advantageous to build a database of patterns obtained e.g.
frorm vwvideos depicting child pornography; in this way tha
origin of different videos can be liriked togelher. Ullimately
this may aid law enforcement agencies in the prosecution of
suspects.

Fig. 9 Input Image with Green Coloured Underlines

Image after annotation remowval
a high degree of similarity, it is an indication that both
ratterns have the same corigin. Hence we conjecture that it 1s
advantageous to build a datapase of patterns obtained e.g.
from wvideos depicting child pornography; m this way the
origin of difterent videos can be linked together. Ultimately
this may aid law enforcement agencies in the prosecution of
suspects.

Fig. 10 Output Image with Removal of Green Coloured Underlines
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Input Image with Red Coloured Elliptical Annotation and Underlines

a) The proposed methodology was also applied to irpmt image marked with red coloured elliptical
annotations and underlines, following are an iripyt image with red coloured underlines as showmign 11.

b) After applying the proposed method, the underliard elliptical annotations are removed successtutigt
hence it in turn improved the efficiency of the OG¥stem, as the output image can be read clearthdy
OCR as compared to the input image corrupted bgendollowing is the output image so obtained asvshin
Fig. 12.

Input |n1aga for annmatlon remowval

% k:s:ensol-' noise sources |
e

Before the actual image is recorded and transferred from the
dlgltal dEV‘JCE V_EII’IOUS noise sources degrade the lmage e. Some
of t these r ncw;e sources are tempcral some of these ar_e spatial
and others are a combination of these. For a cor&prehenszlve
overview of noise sources in GCD and CMOS digital {v:deo}
cameras, see Holst and Lomheim (2007) and Irie et al. (2008),

and the references therein.

Fig. 11 Input image with red coloured annotation marks and underlines

Image after annotation remowval

2. Sensor naolse sources

Before the actual image is recorded and transferred firom the
digital device, various noise sources degrade the image. Some
of these noise sources are temporal, some of these are sp=atial
and others are a combinatdon of these. For a comprehensive
overview of naoise sources 1 CCHD and CMOS digital {videa]
cameras, see Holst and Lombheim (2007) and Irie =t al. {2008},

and the references therein
Fig. 12 Output Image with Removal of Red Coloured Annotation Marks and Underlines

CONCLUSION

In this work, we have explored the problem anddttie find out solution for removing various type&samnotation
lines in a document in single running of the altor. In this we used Gabor filters to enhance thage character
region as well as annotated region from the gieet 1n this way, Gabor filters help in enhancihg £dges in the
image when applied in various directions on an imagter this Fuzzy-C-Means is applied to do clisig which
results in segmentation of whole text image intonbar of clusters. FCM uses Euclidian distance fakimg
clusters and hence clusters the annotation linegfrarate clusters from the characters. After tthatclasses are
obtained by using region merging in which annotatioe pixels are set as first class and rest efittage as second
class. These two classes are then trained witficatineural networks to obtain the ANN object.té&f these
different images are tested using the trained olgied annotation line region is inpainted with thesired alphabet
or background colour. Experimental results havenh@m@ried out on images marked different typesnsfosation
lines and underlines using different coloured pgod precision ratio and recall ratio is obtaineddutput image
as compared to the annotated input image. The peapalgorithm gives good results in almost all aathans
except the embossed cross lines

This algorithm uses the intensity of the imageemaove the annotation lines and underlines. Inwsshave used
different colour annotation lines and algorithm ksmvell for almost all colors. But it fails whenafacters and
annotation lines are of almost same intensity. &loee in future, the algorithm can be modified &t gutput for
varied closely bound intensities and better in-pagnof the characters as well as the backgrougibnecan be
worked upon.
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