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ABSTRACT

The Content-based image re-ranking system retrieves the images by evaluating the visual features of the images.
As there is a gap between visual concept and semantic meaning, the result does not show accuracy. To deal with
this problem, the image re-ranking using semantic signature is used. The universal data set is reduced to semantic
space, hence contains less images for computation. Also by calculating semantic meanings, it captures the user
intension and gives accurate results. The duplicate images may occur in the re-ranked result. We have overcome
the disadvantage of the image re-ranking using the semantic signature system by removing the duplicate images at
the time of re-ranking. Also, we compact the semantic signature by using the hashing technique. It results in the
improvement of matching efficiency. The re-ranking technique using hashed semantic signature shows better
results than the re-ranking technique using semantic signature.
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INTRODUCTION

Searching information on the web is old idea obinfation retrieval but faces different challengdsew it is

compared to general information retrieval. Diffedresearch engines return different search results tuthe

variation in indexing and search process. Web imsagech engines search the images which are basé#ueo
query keyword as a text entered by the users [$pr&)faces the difficulty to describe the visuahteats of

required image using keyword because most userghasshort keywords to search the images or theymdo
difficulty to accurately describe the visual cortenh target images using the keywords. Hence itessffrom the

ambiguity of query keyword. For example, using appk query keyword, the retrieved images belonging
different categories as ‘apple tree’, ‘apple frulipple logo’ etc. Content-based image retrievighwelevance
feedback [2] is widely used to solve the ambiguitythe relevance feedback method, users are edjtir select
multiple relevant and irrelevant images as an exarapd the visual similarity metrics are learnedtiyh online

training. Images are re-ranked according to thenksh visual similarities. Also, it requires contous user
interaction to give relevant and irrelevant images! the user does not get the required image.f@utveb-scale
commercial systems, the user’s feedback has torlied to the minimum without online training.

Online image re-ranking limits the user’s effortjust one-click feedback. This is an effective wayimprove
search result and its interaction to be simple gho his strategy adopted by major web image seantgfines.
The user gives a query keyword as input and sehades relevant to the given query keyword areéenatd by the
search engine according to stored word-image iriiexThe user selects one query image that mateligsthe

user’s search intension from the retrieved imaga.p&fter clicking on the query image, remainingages in the
image set are re-ranked according to their visimllarities with the query image. The visual feasirof images
and word-image index file are pre-computed offliaed stored. The main online computational costns
comparing visual features [3]. To obtain high efficy, the visual features need to be short anid thatching

needs to be fast. Some visual features are hightlimensions and their efficiency is not satisfagtd they are
matched directly. But, major challenge is withoutie training, the similarities of low-level visuteatures may
not be well correlated with high-level semantic miegs of that image, which interpret user’'s sedrthntion.

Low-level features are inconsistent with visual gegtion. For example, if the images of the sameabgre
captured under different lightings or in differefdw then their low level features may change. Baér thinks that
their visual feature does not change much. Thiatesethe semantic gap and inconsistency with viseiaeption.
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In re-ranking using hashed semantic signature iqokn the image re-ranking is done by using seroanti
signatures. Query-specific semantic signature wasgroposed in Kuo et al [4]. In this method ed of images is
retrieved by using the query keyword. The semasyice of the images to be re-ranked can be narrdesd by
using the query keyword. For example, if the guergge is ‘Eiffel Tower’ then the images relatedhie category
‘apple’ or ‘ball’ are irrelevant and these images bt display when the search for ‘Eiffel Towerhd semantic
space related to the query keyword excludes theleirant concepts that help to improve accuracy and
computational cost. Then ask the user to selecotizeimage from retrieving image pool as query iendxtract
the feature of query image which is the semantioaiure of that image. We extract the color andurexfeature
of the image to get semantic signature. We combaik features in one semantic signature. But onecakculate
the different semantic signature for different tees. Then compare that semantic signature witptheomputed
semantic signature of the pool images. The semarighatures are small in size, but it is possiblenake them
more compact using other technologies such as mgshihis helps to improve the matching efficierafyre-
ranking result. We use the locality sensitive haghunction to hash the semantic signatures. Alsdremoved
the duplicate images at the time of re-ranking bmparing the semantic signature of images. Becalifies the
accuracy of image re-ranking improves. If there largypes of visual/textual features, such as codtigpe, and
texture, by combining them together a single cfasstan be formed, which extracts one semantioatigre for an
image.

LITERATURE REVIEW

Lot of work is done so far in proposing image rakiag system. Different techniques are used talygete-ranked
result of search image more accurately. Also tbhnigues are defined to improve the accuracy aficieafcy of
the image ranking system such that it reduce the tequired to search for required images.

Yan et al [5] explain the pseudo-relevance feedmethod for image re-ranking.This method helpsettuce the
user’s burden in relevance feedback method. Inrtidthod consider only top N images from the imagel phat
obtained from text-based image search. Becausgigfit reduces the no of images for feedback. ificathl
methods for content-based image retrieval are basedvector model. These methods represent areimm@ set
of features and the difference between two imagesdasured through a Euclidean distance betwearfehéure
vectors. In [6] Kovashka proposed the image setachnique with relative attribute feedback. In timethod user
describes which properties of exemplar images shbaladjusted in order to more closely match histhental
model of the images sought. At query time, theeayspresents an initial set of reference images,thadiser
selects among them to provide relative attributdifimck. Using this reference images it updategdlevance
function and images in the pool get re-rank. Théthad iterates repeatedly until the top ranked esaye close to
the users required image. Tang et al [7] descrilmh&r image search technique by just one-clicle Tritent
Search technique uses the visual information ofyamfmr image search. First user search the imagesimg the
text and that retrieves the image pool. From thagienpool user selects one query image and re-rahkeichages
based on both visual and textual content. Queryvkeys are expanded using the weight schema to reafite
users search intension. Expanded query keywordssagto get the further positive example image set

Table-1 Summery of Existing System

S. Image re-ranking System Description Merits Demerits

No.

1 Intent Multimedia searchGet the relevant angRetrieves the exact matghUser interaction is more.
with  pseudo-relevanceirrelevant images from image. Hence, more timg
feedback [5] the user for re-ranking. required for re-ranking.

2 Whittle Search: Image Exampler images argRetrieves the exact imageTakes more time for
Search with Relative used to get feedbadkin multiple iterations. searching as the
Attribute Feedback [6] | from user. feedback is taken from

user iteratively.

3 Intent Search: CapturingThe image re-ranking Gives better result thapThe visual feature does

User Intention for Onet framework uses the text-based image search japot interpret semantic
Click Internet Imageg visual features of imagethe search is done by usingneaning of image.
Search [7] for re-ranking. the image visual features.

4 Web Image Re-RankingThe image re-ranking Improves the accuracy andThough semantig
Using  Query-Specifig framework uses the efficiency of image ret signatures are small i
Semantic Signature [8] | semantic signature fgrranking system. size but there is change
image re-ranking. to improve efficiency.

=
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Wang et al [8] proposed different technique of imag-ranking which uses the semantic signatures/étrimage
re-ranking. These semantic signatures are capfuoed the expanded keyword of query image selectedider
which closely matches with the users search inbensthen by calculating the distance between thmeaséc
signature of query image and other images in tregampool retrieved by text search, images arenked The
semantic signatures are already stored in the mysttence the computational cost relates to calioigathe
distance between semantic signatures and re-raakmtige pool.

From table -1 it is observed that different imageranking methods are proposed but they have therit and
demerits. Hence large scope is available in theggm@-ranking techniques. In this view we are dismg our
proposed system which uses the hashed semantatsigrior image re-ranking. We have divided théetafto four
columns; image re-ranking system, description, thamd demerits.

PROPOSED WORK

There are many systems which uses different teaksidpr image search. But some system gives tseale=urate
result or some system gives accurate result in rtiore. Our purpose is to get the accurate imageckezsult
which is required to the user in the less time. €H&iency of the system is increases by hashiveg gemantic
signature. Though the semantic signatures are $msite but hashing makes them more compact, heatee the
time for calculating the distance between two sdinaignatures.

Architecture M odel of the Proposed System
Figure 1 shows the proposed system architectutheoimage re-ranking system using hashed semadgtiatsre.
Its various components are described as follows —

Text based | mage Search

This module is at the user side. In this user gtheskeyword as query for image search [9]. Themaeng result
retrieves the images which are related to the gkeyyvord. The result obtained from the keyword skamontains
the images from a diverse area. Some images whekabelled with query keyword, but visually dis#an from
the query keyword may appear in the result setmRids result set user selects one query imagenthithes with
the users required image. Then, the images arniesd using this query image.

Feature Extraction
In image processing, feature extraction takesainiget of measured data and gifeaturesof that data. Feature
extraction is link withdimensionality reductianWhen the input data is redundant and too largeet@rocessed,
then it can be converted into a reduced set ofifeat The extracted features contain the relevdiotmation from
the large input data, hence the expected work eapebformed by using this reduced set of data adstd large
initial data .Feature extraction also reduce thewmh of resources required to describe a hugefsgata. In this
system we use the FCTH feature extraction algorifh@). This algorithm extracts the color featured aexture
feature of image and combining the values of bettures in single histogram. The histogram is & hi&is where
each bin of size 3 bytes.

Search Image hash
value

Hashing of iL

Semantic
Signature

Feature
Extraction

Database
Images

Calculate Distance of
Semantic Signature

Offline

v Online

Re-ranking using hashed
semantic signature

Query Keyword ~ Select Query Image

Keyword Related
Search Rest

Fié. 1 Proposed System
Hashing of Semantic Signature

In our project, we extract the color and texturatdee of image and combine both feature value & diis gives
the histogram of the size 192 bin. The size of tidtogram affects on the time required for re-ragkprocess. So
next step is to, compact the semantic signaturesu¥é the locality sensitive hashing function tshhbne semantic
signatures [11]. Locality sensitive hashing reduttess dimensionality of high dimensional data. LS&klmes the
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images and gives the result in integer vector. hlaish function takes the image histogram as inpdtgves the
hash value of each image. The hashed semantictsigaaare smaller in size than the actual semaitditature.
Hence it reduces the time required to re-rankriege set and gives better efficiency.

Image Re-Ranking

The image selected by the user is taken as semanei and the semantic signature for this imagel@uated. The
semantic signatures are the visual features of@misiginy visual features have been developed imtgears [12].
One or more visual features are used to get theuséensignature. We consider the colour and textdiienage as
visual feature and by combining both calculate gemantic signature for every image. The distant¢edmn the
search image semantic signature and the semagtiatare of other images in semantic space arelatéduusing
the Euclidean distance. The distance of the searage semantic signature to the same image in densgace is
zero and the distances are minimum for those imagpsh are similar to the query image. By using tlasult we,
get the re-ranked set of images.

EXPERIMENT AND ANALYSIS

Input to the System and Dataset Used

The data corpus that is used for experiments cisnsising image dataset. The dataset imagesiaited into 10
different categories. The categories are as — Afgadl, Paris, Jasmine, Mouse, Bell, Cougar, Lin¢céeach and
rice. Each category contains the images with devenganings. Also the input is given by the usekegsvord for
image search to the system. The system retrieedsnidige set which is labelled with the query keydvor

Experiment 1. Keyword for User

The images from bing image dataset are uploadedtie databse. When user uploaded the image, les tie

label to each image. That label is used for theMoegt expansion. The labels are stored for everygegndhe labels
are separated into single tokens. Each user haslahel list. When the user gives the query keylydhen the

images which are labeled with that keyword ardeetd and stored in one list. This is the semasyigce for that
query keyword. After this, all operations are donesemantic space only. The semantic space cottitaitesd no of

images than the actual dataset, the time requiredoimputation is less. Also the semantic spatesisdiverse then
this helps to improve accuracy of ranking system.

Experiment 2: Text Based Image Sear ch

In this experiment user gives the input as keywordmage search. Labels are stored as separate &hkd if the
search keyword matches with the token then retdidtaat image. The result set contains diverse imajepple
category. This is the semantic space for apple.réhking is done on this semantic space. Also sskrcts one
query image from this semantic space that closedyches the users required image. When the usectsede
particular image as a query image than his seatehsion is to get all the images similar to therggumage.

Experiment 3: Re-ranking Result

The re-ranking of the text based image set is diotleis experiment with respect to query keyworchai' the user
selects one query image in text search, first ektifae features of that query image. That featwakies is the
semantic signature for that image. The system kearfor the similar images which have similar featto the
guery image. The semantic signature of each inmgéeady calculated and stored in the systemré@dnank result
set is calculated using the Euclidian distance.

In proposed architecture of image re-ranking ugiagh semantic signature, we performed differeneexgnts
step by step and from those experiments we analggiaent aspects for different image categorieshown in
Fig. 2. The averaged top 10 precision of 5 differeategories has been shown. This shows the agcofagach
category.
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Fig. 3 Timerequired for Re-ranking using semantic signature and hashed semantic signature

In Fig. 3 the time required for re-rank the texsda search result using the semantic signaturdastted semantic
signature has been given. As the hashed semagtiateires are compact than the semantic signaess,time
required to re-rank images using hashed semagtiatire.

CONCLUSION

Most search engines use keywords and visual immgegtrieval. The keyword based searches and obiizsed
search lacks the semantic meanings of images.idnréBearch work, hashed semantic signature basagei re-
ranking system is proposed. It gives better acqueaccompared to the text-based image search andotitent
based image search. As an advantage, without additfeedback, the hashed semantic signaturesasrelated.
Using semantic signature for image re-ranking redutie semantic gap between image visual featmesisers
search intention. The accuracy of image re-rankéegnique using the hashed semantic signaturarie aa that of
image re-ranking using semantic signature but tleching efficiency is improved. The semantic signat
improves the matching efficiency because of thehimastechnique. The FCTH algorithm is used for deat
extraction. This system uses the semantic spacthéoimage comparison. Semantic space containgelinmo of
images. Hence, it reduces the comparison for rankin
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