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ABSTRACT

Turbo codes are widely used in satellite commuincaand 3G services. These are the major area sféaech in
these days. Turbo codes are the forward error otting codes that has made the near Shannon limibpaance
possible when suboptimal iterative decoding aldonis are used. The classical turbo encoder is byilising two
recursive convolution encoders separated by arrlgdger. In this paper we have implemented a systewhich

data is first encoded using turbo encoder and thsing AWGN channel it is transferred to decoder retieis

decoded using iterative soft input soft output decoand the performance of the decoder with respedhe

number of iterations has been discussed in theltrasetion of this paper. Also, how the bit errate changes
with respect to the number of iteration is beercdssed.
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INTRODUCTION

The fundamental task of a communication systero igansmit and receive information, whether itrisvbice or
data form. In theory, a communication system resguthat information should be transferred from graitter to
receiver in such a way that the information receiigeeof same quality as that transmitted. In pragtthe presence
of distortion in various form means that achievihig is not always possible, especially where \esslMedias are
used for transmission. To achieve something clodbé transmitted information at the receiver, mgwnication
system must guard against the changes that thisriiim can cause in the transmitted data. Erroitrod coding
(channel coding) is one method available to thernomication system designer, arranging and suppléntethe
data in such a way that errors can be correctéueateceiver.

In 1948, Shannon introduces the concept of chateqedcity, describing the limit to the amount ofadttat could

be transmitted across any given channel. Since #téaining this maximum theoretical channel cayacas been
the goal of many mobile communications researchéesce, reliable transmission (i.e. transmissioth Wit error
probability less than any given value) is still pitde over noisy channels as long as the transomssite is less
than a number called the channel capacity whichcharacterize by the channel to accomplish reliable
communication over noisy channels [5]. The taskclonnel coding is to encode the information serdr v
communication channel in such a way that in thesgmee of channel noise, errors can be detectedrand/
corrected. For this we have two types of errorexting codes as mentioned below

Backward Error Correction (BEC)

It requires only error detection after the transmois. If an error is detected, the sender is ragdea® retransmit the
message. While this method is simple and easy fieiment it also sets less requirements on the soelebr-
correcting properties, whereas on the other haistyipe of system requires duplex communicationsending
information back to the transmitter whenever ersadetected which causes undesirable delays ismi@sions. So
this is only used in small systems where distamceteansmission time are not of much concern.

Forward Error Correction (FEC)

It requires that the decoder should also be caplderrecting a certain number of errors, i.eshbuld be capable
of locating the positions where the error has bemsurred. Since FEC codes require only simplex canioation,
they are especially attractive in wireless commaitign systems.
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Shannon proposed forward error correcting (FEC)esods a viable solution. Although, Shannon’ s wdid

suggest a way to solve the problem, it did not psepa mechanism to design good FEC codes whickl poalide

performance close to the channel capacity withaegsle capacity. In a digital communication systém, purpose

of the channel code is to add redundancy to tharbidata stream to combat the effect of signal a#agion in the

channel. Ideally, channel codes should meet theviglg requirements

» Channel codes should have high bit rate to maximiéea throughput.

* Channel codes should have good bit error rate (BtERprmance at the desired signal to noise r&MR) to
minimize the energy needed for transmission

» Channel codes should have low encoder/ decoderlegitypto limit the size and cost of the transcesve

» Channel codes should introduce only minimal delagpgecially in voice transmission, so that no daggian in
signal quality is detective.

These requirements are very difficult to obtaindiameously; excellent performance in one requirgmesually

comes at the price of reduced performance in an@@fieHowever, for cellular voice and data comnuation, it is

desirable that all these requirements should be wiath makes cellular communication system vefiadilt to

design. Designing a channel code is always a tofideetween energy efficiency and bandwidth eficig.

Codes with lower rate can usually correct morersrrd more errors can be corrected, the commuicicegystem
can operate with a lower transmit power, transmirdonger distances, tolerate more interferense, smaller
antennas and transmit at a higher data rate. Tregerties make the code energy efficient. Onadtmer hand,
low-rate codes have a large overhead and are hkeageequire large bandwidth. Also, decoding comipyegrows
exponentially with code length, as the code lerigtiieases complexity also gets increased. Also [tmg-rate)
codes set high computational requirements to cdiwead decoders. This is the one of the major pold of
channel coding ie encoding is easy but decodingugh. For every combination of bandwidth (W), amalrtype,
signal power (S) and received noise power (N),ehe theoretical upper limit on the data transioisrate R, for
which error-free data transmission is possiblesTimit is called channel capacity or also Shanocapacity (after
Claude Shannon, who introduced the notion in 1848.additive white Gaussian noise channels, thedta is
R < Wlog,(S|N) bits/sec

In practical settings, there is no such thing asdaal error-free channel. Instead, error-free deasmission is
interpreted in such a way that the bit error prdliglzan be minimized to an arbitrarily small céast. Now, if the
transmission rate, the bandwidth and the noise pawefixed, we get a lower bound on the amourdradfrgy that
must be expended to convey one bit of informatitence, Shannon capacity sets a limit to the eneffigiency of

a code. Although Shannon developed his theory @yréa the 1940s, several decades later the codgriewere
unable to come close to the theoretical bound. Evéme beginning of the 1990s, the gap betweeskethigeoretical
bound and practical implementations was still atkaout 3dB. This means that practical codes reduabout
twice energy as the theoretical predicted minimum.

As shown in the Fig. 1only the turbo and LDPC caaiesapproaching the theoretical Shannon limit [2].
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Fig. 1 Comparison of different codes [2]

DEVELOPMENT OF CODES

In channel coding, redundancies are introducedhéninnformation sequence in order to increase liahiéty. The
channel coding theorem states that even at relatloev E/Ng, reliable communication can still be maintained.
However, the theorem tells us nothing about hodesign the codes that achieve such performancevi#t it say
is that the code should appear random. Unfortupasidom codes are very difficult to decode. Thelteuld be
some structure in the code to make the decodirgidiea
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The proposal of parallel concatenated convolutimales (PCCC) [13], called turbo codes, has solvegtbhblem of
structure and randomness by allowing structureutinoconcatenation and randomness with interleavirgg
introduction of turbo codes has increased the @stem the coding area since these codes fulfiltnadsthe
requirements given by the channel coding theorem.

DEVELOPMENT OF SYSTEM MODEL

Binary Signal Generator
It generates the binary symbols of random patteah dre the message bits which are encoded bynttagler in the
following stages.

Turbo Encoder

A turbo code is the parallel concatenation [134afumber of RSC codes. Usually the number of cedkspt low,
typically two, as the added performance of moreesoi$ not justified by the added complexity andreased
overhead. The input to the second encoder is arléatved version of the systematic x, thus the wstpf coder 1
and coder 2 are time displaced codes generatedtfreisame input sequence.

Thus the turbo encoder consists of two blocks olirgive convolutional encoder and an interleavédre Two
encoders used are normally identical. There afferdifit types of interleaver present which can ke depending
upon the output requirements. The input sequenamnlis presented once at the output. The outputheftwo
coders are given to the parallel to serial convedéransmit the required code.

The generic design of a turbo code is depictedgn3:
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Fig. 2 System model
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Fig. 3 Turbo encoder
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The choice of the interleaver [1] is a crucial parthe turbo code design. The task of the intede#s to ‘scramble’
bits in a random fashion. This serves two purpoBestly, if the input to the second encoder isitgaved, its
output is usually quite different from the outpdittioe first encoder. This means that even if onéhefoutput code
words has low weight, the other usually does nud, there is a smaller chance of producing an owtithtvery low

weight [19]. State diagram of the basic turbo emecdd given as below in Fig. 4 which is explaining the state
transition that encoder will go while coding thessage bits.

Higher weight, as we saw above, is beneficial fax performance of the decoder. Secondly, sincedlde is a
parallel concatenation of two codes, the divide-andquer strategy can be employed for decodinthdfinput to
the second decoder is scrambled, also its outplitbei different or ‘uncorrelated from the output thfe first
encoder. This means that the corresponding two ddgsowill gain more from information exchange. The
interleaver design has a significant effect on cpdeformance. A low weight code can produce poaorer
performance, so it is important that one or botlthef coders produce codes with good weight. Ifrgrut sequence
x produces a low weight output from coder 1, thiea interleaved version of x needs to produce a cddgmod
weight from coder. There are different types oéitgavers available as given below [11].

A ‘row-column’ Interleaver

In this type the data is written row-wise and iadeolumn wise. This inteleaver design is very $&mgnd also it
provides little randomness.

A ‘helical’ Interleaver

In this data is written row-wise and is read dizajty.

An ‘odd-even’ Interleaver

In this first, the bits are left uninterleaved amdcoded, then scrambled and encoded, then nowtbelgven-
positioned coded bits are stored. Odd-even encaderde used, when the second encoder producesugmg bit
per one input bit.

A pseudo-random Interleaver

This type of interleaver is defined by a pseudadoan number generator or a look-up table.

The design of these interleavers is given as below

Input
X1 X2 X3 X4 Xs
X6 X7 XS X9 XlO
Xll X12 X13 X14 X15

Row-column interleaver output
Xy [ Xe [ Xan | Xo | X7 [ Xaz | Xa | Xg [ Xas | Xa | Xo [ Xaa | X5 [ Xao | Xis
Row-column interleaver output
Xy | Xe | Xan | Xo | X7 [ Xaz | Xa | Xe [ Xaz | Xa | Xo | Xua | Xs | Xa0 | Xis
Odd —even interleaver output
Encoder output without interleaving
Xl X2 X3 X4 XS XG X7 X8 X9 XlO Xll X12 X13 Xl4 XlS
Y1 - Y3 - Y5 - Y7 - Y9 - Y11 - Y13 - Y15
Encoder output with row column interleaving
x1 XG Xll x2 x7 XlZ x3 x8 XlS x4 x9 x14 x5 XlO x15
- ZG - ZZ - Z12 - Z8 - Z4 - Z14 - ZlO -
Final output of the encoder
Yl‘ZG‘ YS‘ZZ‘Y5‘212‘Y7‘ZS‘ YE)‘ Z4 |Y11‘Zl4‘Y13| ZlO ‘Yls

Fig. 5 Interleaver designs
Modulator
Binary phase shift keying ie BPSK modulator is usethis system that will modulate the encoded gataluced by
the turbo encoder with a carrier signal so thaait be transmitted on another frequency of theasign

Vipsi(t) = b(t) cos w(t)

AWGN Channel

After modulating the coded data the additive witBigussian noise is added into the encoded data whiitlyet
added to the required information and degrade itabwhile transmitting through the channel. Aghe practical
model whenever signal is transmitted using wirelesslia noise get added in the required data ancadeghe
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signal quality so we use AWGN ie our model to mikpractical realization. BER rat foe BPSK over ANG

channel is expressed as
b 1 E,
s = 2erfc N,
Demodulator

Binary phase shift keying is used in the modulatsonsame type of demodulator is used in the receaiveuit
which will demodulate the signal from the carriigmal and extract the original information from thignal.

Turbo Decoder

The two main types of decoder are Maximum A Poste(MAP) and the Soft Output Viterbi Algorithm (S@.).
MAP looks for the most likely symbol received whaseSOVA looks for the most likely sequence[3]. BMAP
and SOVA perform similarly at high Eb/No. At low B MAP has a distinct advantage, gained at the ebs
added complexity. We have used soft input soft wutiecoder in the communication system ie iteratigeoder is
being used in the system.

SOVA Decoder

SOVA is very similar to the standard Viterbi algbm used in hard demodulators. It uses a trellisstiablish a
surviving path but, unlike its hard counterpartnpares this with the sequences that were useddblist the non-
surviving paths. Where surviving and non-survivpaghs overlap the likelihood of that section bedmgthe correct
path is reinforced. At the output of each decoditege the values of the bit sequence are scalea dhannel
reliability factor, calculated from the likely outpsequence, to reduce the probability of overrojstic soft outputs
[3]. The sequence and its associated confidenderfaare then presented to the interleaver fohéurtterations.
After the prescribed number of iterations, the SOWéAcoder will output the sequence with the maximum
likelihood.

Another strategy involves combining simple codea arallel fashion, so that each part of the aaebe decoded
separately with less complex decoders and eachdde@an gain from information exchange with othditsis is
called the divide-and-conquer strategy. In a tyjp@anmunications receiver, a demodulator is oftesighed to
produce soft decisions, which are then transfetoed decoder. The error-performance improvementsysfems
utilizing such soft decisions compared to hard sleos are typically approximated as 2 dB in AWGN[1Such a
decoder could be called a soft input/hard outpabder, because the final decoding process outeofititoder must
terminate in bits (hard decisions). With turbo cgdehere two or more component codes are useddacating
involves feeding outputs from one decoder to thmuis of other decoders in an iterative fashionaedtoutput
decoder would not be suitable. That is due to ldiaasions into a decoder degrade system perform@ooepared
to soft decisions).

Hence, what is needed for the decoding of turbeesdd a soft input/soft output decoder. For thst fitecoding
iteration of such a soft input/soft output decodkustrated in Fig.6 we generally assume the hjirdata to be
equally likely, yielding an initial a priori LLR Vae of L(d) = O for the third term in Equation [@]he channel LLR
value Lc(x), is measured by forming the logarithithe ratio of the values of |1 and 12 for a partar observation
of X, which appears as the second term in Equaiiba.output L(d") of the decoder in is made ughefLLR from
the detector, (d”) , and the extrinsic LLR output, Le(d"), repreing knowledge gleaned from the decoding
process. As illustrated in Fig., for iterative ddow, the extrinsic likelihood is fed back to thecdder input, to
serve as a refinement of the a priori probabilitthe data for the next iteration.

Map decoder MAP was first proposed by Bahl5 et al and was setbby Berrou et al as the optimal decoder for
turbo codes. MAP looks for the most probable vdtuesach received bit by calculating the conditigobability

of the transition from the previous bit, given thbability of the received bit. The focus on titinss, or state
changes within the trellis, makes LLR a very suggirobability measure for use in MAP [10].

The MAP algorithm is unlike the Viterbi algorithif4), where the APP for each data bit is not avddainstead,
the VA finds the most likely sequence to have beémmsmitted. However, there are similarities in the
implementation of the two algorithms. When the dhsab bit-error probability, PB, is small, there isry little
performance difference between the MAP and Vitalgorithms. However, at low values of bit-energyntmise-
power spectral density, Eb/NO, and high values Bf fhRe MAP algorithm can outperform decoding witlsaft-
output Viterbi algorithm called SOVA [18] by 0.5 dB more. For turbo codes, this can be very impoyigince the
first decoding iterations can yield poor error pemiance. The implementation of the MAP algorithnogareds
somewhat like performing a Viterbi algorithm in twlirections over a block of code bits. Once thidireictional
computation yields state and branch metrics forbtbek, the APPs and the MAP can be obtained foh ekata bit
represented within the block. We describe here dvateon of the MAP decoding algorithm for systeinat
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convolutional codes assuming an AWGN channel maxepresented by Pietrobon [18]. We start withréi® of
the APPs, known as the likelihood rati¢dk ) , or its logarithm, called the LLR, as shown below.

A = D™ D e

m m
L(di) = log [ 2™/ D 2™

Wherek};m the joint probability that data dk = i and state=Sm conditioned on the received binary sequente R
observed from time k = 1 through some time N, is

M™ =P (dk=i, Sk=m|R)

=

P’ Decoder 1 H Interleaver }—4‘ Decoder 2
=3 ‘

P2’

<
TDecoder 1 H Interleaver }7 Decoder 2 Deinterleaver >

Fig. 6 Turbo decoder
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Feedback for the next iteration
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Lo(x) L)
channel a posteriori
value in value out

Fig. 7 Soft in Soft Out decoder [20]
THE STATE METRICS AND THE BRANCH METRIC

m __ j,m  f(j,m)
Bk - 281( k+1

- . 1 . .
" = Aymiexp [? (xpul + ykvll(’m)]
And log likelihood ratio

()’kYk )ﬁk f@,m)

2%y, 2 ai'exp 2xp,

= T exp —nk

A(d")_ﬂ"eXp( (yy ™) of(om)
om
Yalexp k é‘ ,{H
L(dy) = L(dy) + L) + Le(dy)
RESULTS AND DISCUSSIONS
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This whole system is simulated using MATLAB coddhniecursive convolutional encoder random interdgaand
iterative viterbi decoder in which different paraers are used and the following results are siradlathese results
are simulated using following parameters

No of iterations =5

Eb/NO ranges from 0 to 10

Signal to noise ratio is 0.7 dB with these thedaiihg results are obtained which are showing th&® B&bit error
rate vs Eb/NO.

As from the Fig. 8, it is depicted that as the nambf iterations are increasing the BER is decrgpsin the
theoretical bound for Eb/NO 4 the BER is®@hereas for the fourth iteration at Eb/NO 4 theRBeduced to 16

Thus it is showing as the no of iterations areeasing the BER is decreasing. Also, the curve giatsother with
increase in number of iterations. The followingesar shot shows the error matrix which obtainedr atfte
simulation of the whole program.

Error matrix

- A
531 354 331 339 347
298 156 138 123 127

138 43 39 36 35
50 10 5 5 4
17 1 1 1 1
2 0 0 0 O
0O 0 0 0 O
1 0 0 0 O
0O 0 0 0O O
0O 0 0 O O
0O 0 0 0 O
N J

This error matrix also showing as the program isingiterated more times the error is decreasing.

Eb/NO vs BER for BPSK modulated signal over AWGN channel
Turbo decoder perfarmance over AWGN channel for BPSK modulated symbals

1st Iteration
—©— 2nd lteration

—— 3rd Iteration
—&— 4th Iteration H
Theoretical Bound

4 5
EbMO0dB)

Fig. 8 Relationship between Bit Error Rate (BER) ad Signal to Noise ratio (&/No)
CONCLUSION

Despite of other technologies being used todayotwbdes have been emerged as one of the most prgmis
technology in wireless and satellite communicatgatems. A practical communication system is beiegighed
and simulated using MATLAB codes and the resuksdiscussed in which BER curve and error matrobigined.
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