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ABSTRACT

In a dynamic Wireless Sensor Network fault occugyiiim sensor nodes are common due low-cost sensed in
WSNSs, deployed in large quantities and prone tioifai A wireless sensor network can get separatéa multiple
network connected components due to the failugoofe of its component nodes that is called a “c@tits are
group of failure nodes. An algorithm is proposeddetection and prevention that allows (i) everydado detect
when the connectivity to a source node has been do&l (ii)) one or more nodes (that are connectedhe
neighbour node after the failure nodes) to detéet dccurrence of the cut using nearest neighbo{irs.Path
selection using neighbour nodes. In this paper exelimplemented NNS algorithm for detecting failuoeles by
neighbours and avoiding failure paths for transrnussin dynamic wireless sensor network. The RCDPWSN
system can very easily prevent from data lost usnguting.
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INTRODUCTION

WSNs are self-organized and usually deployed inadyin environments. The underlying network topology
constantly changes and no fixed routing path capXpected for each node. Wireless sensor netwarkdines
sensing, computation, and communication into alsitigy device. System Architecture Directions Fetworked
Sensors proposed in [3]. Through advanced meshonkitvg protocols, these devices form a sea of cotivity
that extends the reach of cyberspace out into iysipal world. The mesh networking connectivity lveiéek out
and exploit any possible communication path by frgplata from node to node in search of its degtinaWhile
the capabilities of any single device are minintheé composition of fifty to hundreds of devices pemtively
passes their sensory information through the wéseletwork to a main location. Today such dynaneitwvorks
are used in many industrial and consumer applinatisuch as industrial process monitoring, ship itadng,
animal migration monitoring, medical monitoring, hide monitoring and, health monitoring, and so @he
method of cut detection in wireless sensor netvimgkoposed in [7], [1].

We consider the problem of detecting partitionsppised in [2], data management for security anddingifailure
paths by the nodes of a wireless network. Firstapgely DCD algorithm for consider that a cut mayneely not
separate a node from the source node, we diffatenietween two outcomes of a cut for a particotete. When
a node u in the network is disconnected from thes® we say that a Disconnected from Source (D&Y8jit has
arises for u. When node connected to source bluréabccurs somewhere detection by nodes closaitord
nodes. NNS algorithm able to failure detection méaghbours coordination and create new path farstrassion
for dynamic network. In this paper, we considernp@nent faults for dynamic wireless sensor netwarhly,
means faults occur due to battery depletion, whidten not noticed would cause loss in connectivityg a
coverage. In this paper a cluster based fault memagt schemes which identify and rectifies the |@mls that
occur due to energy depletion in sensor nodes.

DISTRIBUTED CUT DETECTION

Our problem is divided into three parts. First, w@nt to enable every node to detect if it is disemted from the
source (i.e., if a DOS event has occurred). Secardyant to enable nodes that are close to theréapath but are
still connected to the source. Third, detectindufai nodes alert the source node and select angtr for
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transmission. There is an algorithm-independenit litm how accurately cuts can be detected by nastiis
connected to the source, which are related to héligs 1 represented in [7] shows example of chtdes and
failure nodes appeared in the network.

Fig.1 Example of cutsand holesin random network [7]

DOSDETECTION USING SPRAYING

The approach here is to exploit the fact that éf skate is close to O then the node is disconndateudthe source,
otherwise not. In order to reduce sensitivity of thigorithm to variations in network size and dinue, use a
normalized state. DOS detection part consists ehdst-state detection, normalized state computatéom

connection or separation detection proposed ir] [E6ery node i maintain a binary variatd@S: (K), which is set
to 1 if the node believes it is disconnected fréwa $ource and O otherwise. This variable, whiatalked the DOS
event status, is initialized to 1 since there igemson to believe a node is connected to the sanitally. A node

maintains track of the positive steady states seéine past using the following method. Each nodemputes the
normalized state differen@x;(k) as shown in Eqg. (1) as follows:

xi(k)—x;(k-1) . _
oxi(k) = { xi(k-1) '’ ifx;(k = 1) > gzer0 )
oo, otherwise

Where ¢,,,, is a small positive number. A node i maintains @lBan variable PSSR (Positive Steady State
Reached) and updates PSSR (k) 1 if [xi(k)[eax< for k = K —tgyaras K <Tguara + 1, . . ., k (i.e., for
TguaraCONSECULtiVe iterations), wheyg is a small positive number angl,,.4 is a small integer. The starting 0 value
of the state is not considered a steady stateSS:RRK) = 0 for k =0, 1, . . 7,,.rq- Each node keeps an estimate of
the most recent “steady state” observed, whicheisoted byx{*(k). This estimate is updated at every time k
according to the following rule: if PSSR (k) = heh&{®(k) < x;(k), other-wiseX{s(k) «— &°(k-1) . It is initialized
asx{*(0) =«. Every node i also keep a list of steady states sethe past, one value for each unpunctuatedviait
of time during which the state was detected to teady. This information is kept in a vec®§*(k), which is
initialized to be empty and isupdated as followWsPSSR (k) =1 but PSSR (k-1) = then&*(k) is appended to
%75(k) as a new entry. If steady statereached wasmetén both k and k -1 (i.e.,PSSR(k) = PSSR (kt))then the
last entry of £°(k) isupdated to %{°(k). For instance, for the nodev in the networlg:(3)
=@(empty)&;°(60)=(0:0019) and&;® (150)=(0:019; 0:012). For future use, we also definainsteady interval for a
nodei, which is a set of two local time counteﬂsi(le, kl.(z)) such that the statei(ki(l) —1)is a steady-state
(i.e.PSSRE™ — 1)) butc'k™Mis not, andckPis not steady buti (k™® = 1)is.
Each node computes a normalized 3™ (k) as:
xi(K) .. oss
x0T (k) = 0’ if X3(k)>0 )
oo, otherwise

Wheret?* (k) is the last steady state seen lyk, i.e., the last entry of the vec&jf (k). If the normalized state of
is less thareDOS, wheresDOS is a small positive number, then the node desla cut has taken plab@S « 1.

If thenormalized state i®», meaning no steady state was seenunthienD0S1 (K) is set to O if the state is positive
(i.e.x;k > £,.,,) and 1 otherwise.

PREVENTION

One of the main goals of sensor networks is to ide@accurate information about a sensing fieldaorextended
period of time. Because sensor networks may intendith sensitive data and/or operate in hostilettemaled
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environments, it is imperative that these secwuitiycerns be addressed from the beginning of thersydesign. An
algorithms provides a sufficient levels of secuyritty simply converts original packet into binaryrimat, only
destination nodes able to convert data into orldian.

NNSALGORITHM

Detection by NN
The algorithm for detecting nodes connected butocgurs somewhere in the network events reliesirading a
short path around a hole, if it present. The atfariis based on Single-Link Failure Detection pragabin [8],
restricted for single link. We simply issue a broast message in the network, and each node is texpicreceive
multiple probe messages through different paths.
There is following information in each PROBE messpg

* Node ID

« Counter that contains information hops from sinktiorent node.

» Timestamp

« Destination

» Packet Size
Each probe message contains a counter that retterasimber of hops from sink to current node. Ats om failure
nodes may impact this process, there will be mishes between the received hop counters in sensesno

Re-routing

Many algorithms are proposed in [4] for disturbancedailure in wireless sensor network. The patlect@®n for
data transmission is done based on the availalfityhe nodes in the region using the Nearest Nmigh Search
Algorithm (NNS) algorithm. The routes are createdtbe basis of cost of edge between the nodesrder do
facilitate determination of the freshness of rogtinformation NNS maintains the time since wheneatry has
been last utilized. A routing table entry is “exgal’ after a certain predetermined threshold of ti@ensider all the
nodes to be in the position. Now the shortest @tio be determined by implementing the NNS in wWieeless
simulation environment for periodically sending thessages to the neighbour’s and the shortest path.

. Sini‘i‘\lbt{e
o

User

Wireless Sensor Network

Target
Sensor Node

Fig. 2 Routing in Wireless Sensor Network

RESULTSAND DISCUSSIONS

In this paper, we will show and discuss all of thsults obtained by the computer simulation progEe@T NET.

Simulations are conducted on 200 nodes 2D dynastigark. In this paper, cut detection and reroutimethods for
dynamic wireless sensor network are studied. Tdbkhows the comparative chart for existing faultedgon

technigue and proposed system for 2D random Wee&esnsor Networks. The algorithm correctness ikiated by
probability of two type’s errors. The probabilitf DOSO0/1 error at time k is the ratio between thenber of nodes
that incur a DOSO0/1 error (who believe they arenemted but are not) at that time to the numberoafes that are
disconnected from the source at that time. Proitybif DOS1/0 error at k is the ratio between thenber of nodes
that incur a DOS1/0 error (who believe they arealimected from the source but are in fact conngdtedhe

number of nodes that are connected to the sourttetime. The mean and standard deviation of D@tBction

delay for a network are computed by averaging t¢vemnodes that detected DOS events.

The mean and standard deviation of DOS detectitayder a network are computed by averaging overrthdes
that detected DOS events. In Table 1 that the ifgoris able to successfully detect initial conmnétt to the
source and Table shows the delay mean for existisgem as well as proposed system in dynamic WSN.

Table-1 Comparative Chart for DOS Detection Performance Table -2 Compar ative Chart for Detection by NN Performance

Comparison Existing Systern  Proposed System Comparison Existing System  Proposed System
Prob(DOSO0/1 Error) 0 0
Prob(DOSO0/1 Error) 0.33 0
Prob (DOS1/0 Error) 0 0
DOS Delay (mean) 35 32 Prob (DOS1/0 Error) 0 0
DOS Delay (Std. dev. 39 3.3 Delay (mean) 40 37
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Fig. 3 State of node 10 disconnected from sour ce Fig. 4 State of node 2 connected to source

Simulation results for two sensors in network of 2&des shown in Fig. 3 and Fig. 4.In Fig. 3 nodeid0
disconnected from source node. We get state ofathee node 10 after 25 iterations in the simaatstudy. The
state of Node 2 is connected to the source repiesam Fig.4.

CONCLUSION

In this paper we proposed RCDPWSN, a Reliable amprdor Cut Detection and Prevention in Wirelesase
Networks. RCDPWSN didn't use any communication nhodée DCD algorithm detects Disconnected from
Source if occurred. NNS (Nearest Neighbour Seasadpdrithm detects nodes connected to the sourcectdut
occurred anywhere and failure path avoidance usirauting for transmission of data successfully R&eEDPWSN

is very sophisticated technique for detecting amvgnting cuts in WSN. Through Simulation we wilt that avoid
failure path due to cuts and detect failure noaenfrsource at minimum time period. This method gigesd
performance; it only loses part of its effectivenesder situations large holes created in dynaeiwaerk. Further
research will be done to develop a method for $gcand routing protocol for cut network.
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