
International Journal of Scientific Research in Information Systems and Engineering (IJSRISE)
Volume 1, Issue 2, December-2015. ISSN 2380-8128 

IJSRISE © 2015.
http://www.ijsrise.com 

1. INTRODUCTION

Today, very large amounts of complaints 
and recommendations on products are avail-
able in on- line user reviews. The information 
extracted from user reviews can eliminate any 
doubts potential customers may have about a 
product, or can help product selection. Online 
reviews provide users with information about 
products, services and several kinds of events 
based on the experiences of other users. To a 
better and overall understanding of user re-
views, researchers have been actively inves-
tigating the problem of automatic sentiment 
classification of reviews.

In machine learning applications tradi-

tionally, a large amount of unlabeled data can 
be found without difficulty, while labeled data 
are very time consuming and costly to obtain 
as human anno- tators are required [10]. In the 
literature of sentiment classification, super-
vised methods [2, 6] are proposed firstly. Sub-
sequently, when the huge amount of reviews 
on the web is considered, the supervised learn-
ing becomes inapplicable. In a situation as 
such, a natural question is how to enhance ac-
curacy of prediction in classification by using 
both unlabeled and labeled data. The problem 
of this sort is referred to as semi-supervised 
learning.

Although many semi-supervised learn-
ing methods have been proposed in recent 
years, there hasn’t been an accepted dominat-
ing method in this area. The reason for this 
is pointed out that semi-supervised learning 
methods need to make stronger model as-
sumptions than supervised learning meth-
ods, thus the performance of semi-supervised 
learning methods depends on initially labeled 
data [11]. Among the proposed methods for 
semi-supervised learning, the classical Expec- 
tation Maximization(EM) + Naïve Bayes(NB) 
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2. THEORETICAL BACK-
GROUND AND PROPOSED 

METHOD

2.1. Expectation-Maximization

Expectation-Maximization is the com-
monly used algorithm in semi-supervised sen-
timent classifi- cation to improve the classifi-
cation performance and eliminate the process 
of labeling unlabeled data. EM is firstly used 
in [6] as an iterative technique for handling 
unlabeled data for semi- supervised sentiment 
classification in the literature. Using the EM 
algorithm, unlabeled data are selected and used 
to improve the performance and robustness of 
the classifier which is constructed on the small 
set of labeled data. During the implementation 
of EM, the parameters of the classifier which 
is constructed for the labeled data are used as 
the initial values for an iterative model.

Locally maximum parameters of the 
model which is formed for the unlabeled data 
are found  by using EM algorithm. One of the 
undesired case of the EM algorithm is that 
finding local maxi- ma instead of global.

The EM algorithm consists of the E-step 
in which the expected values of the missing 
sufficient statistics given the observed data 
and the current parameter estimates are com-
puted, and the M- step in which the expected 
values of the sufficient statistics computed in 
the E-step are used to compute complete data 
maximum likelihood estimates of the param-
eters [6]. In our implementa- tion of the EM 
algorithm with the Naive Bayes classifier, the 
learning process using unlabeled data pro-
ceeds as follows:

i).Train the classifier using only labeled 
data.

ii). Classify unlabeled examples, assign-
ing probabilistic labels to them.

iii). Update the parameters of the mod-
el. Each probabilistically labeled example is 
count ed as its probability instead of one.

iv). Go back to (2) until convergence.

2.2. Priority Aging

The priority scheduling is one of the 
CPU scheduling schemes in operating sys-
tems. In priority scheduling, each process is 
assigned a base priority defined by the us-
ers; they can also be changed dynamically to 

outperforms it in text classification datasets 
[12]. In the literature review, we are more 
focused on the studies which use directly or 
indirectly Multinomial Naive Bayes and EM 
algorithms.In [13], the combination of NB and 
EM algorithm is proposed for constructing the 
generative semi-supervised model. Their stud-
ies show that classification with EM performs 
well when the number of labeled data is small. 
Additionally, Common Component (CC) 
method is used for im- proving classification 
performance. In [14], they present a compre-
hensive study including differ- ent techniques 
on diversified types and amounts of labeled 
and unlabeled data. It is emphasized that the 
common-mixture model which uses Naive 
Bayes achieves the maximum gain in com-
pari- son to all other semi-supervised learning 
techniques at small number of labeled data. 
In [15], Semi-Supervised Frequency Estimate 
(SFE) method is proposed and claimed that 
SFE method achieves better conditional log 
likelihood values in comparison to the combi-
nation of NB and EM algorithm. In [5], Naive 
Bayes classifier for sentiment analysis prob-
lem is used for classifying labeled and also 
unlabeled data iteratively.

In this paper, we have built a semi-su-
pervised sentiment classifier for user reviews. 
On the con- trary, collecting labeled docu-
ments, collecting unlabeled documents is easy 
and inexpensive in many text or web domains, 
especially those involving online sources as in 
user reviews [13] and [16]. In user reviews, 
a text may contain negative sentiments, how-
ever, explain a positive opinion; or a text may 
contain positive sentiments, however explain 
negative opinion. When these kinds of texts 
are considered, it is obviously seen that the 
classification of positive and negative data 
points is much harder. We give precedence to 
the reviews which are clearly labeled as posi-
tive or nega- tive while labeling process. The 
reviews which are sentiment-ambiguous doc-
uments remained. This motivates the general 
framework we are going to develop in this pa-
per. Apart from the re- searches proposed in 
the literature, in this paper, we propose a new 
approach for the application of Expectation 
Maximization (EM) algorithm by combining 
it with priority-aging algorithm.

The rest of the paper is organized as fol-
lows: Section 2 explains the theoretical back-
ground and the proposed system. The experi-
mental results presented in section 3. Finally, 
discussion and con- clusions for future work 
are summarized in Section 4.
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prevent starvation. Equal priority processes 
are scheduled in first come first served order. 
However, the disadvantage of this scheme is 
that, it can easily starve processes. Thus to 
solve this problem, the priority-aging is used. 
Aging is a technique of gradually increasing 
or de- creasing the priority of processes that 
wait in the system for a long period of time 
[17].

In this paper, the aging approach is used 
for selecting the text which is going to be an 
input of EM algorithm. If a text has a high EM 
probability score then it is classified as posi-
tive or negative. However, if a text not has a 
high EM probability value then the priority of 
the text is decreased, and it is not labeled. In 
other words, it is given a change to be classi-
fied with a stronger prior prob- ability assump-
tion.

Figure. 1. The flowchart of proposed 
Priority Aging Method

Figure. 2. The flowchart of proposed 
Priority Aging Method

2.3. EM with Priority Aging

In this research, a semi-supervised clas-
sifier is implemented because collecting un-
labeled exam- ples or documents is easy and 
inexpensive from many text or Web page 
domains, especially those involving online 
sources [13] and [16].

To evolve the classical semi-supervised 
sentiment classification which is developed on 
the ba- sis of NB and EM, priority aging is im-
plemented in the EM algorithm. Proposed pri-
ority aging method is presented in Fig.1 and 
Fig.2. In the priority aging method, the unla-
beled data is added to the labeled data queue 
more consciously.

Let’s assume that, the unlabeled data is 
represented by 𝑋 = {𝑥1, 𝑥2, … , 𝑥𝑚} , where m is 
num- ber of the data points. To implement the 
priority aging method, first of all, the prior-
ity   values ini- tially assigned 1 to unlabeled 
data and then these are labeled due to their 
priorities      by EM. The priority values are 
selected between 0 and 1. Namely, 1 specifies 
the highest and the   0 determines the lowest 
priority. Together with EM algorithm, the pri-
ority values for  each unlabeled data (xi) are 
calculated by using equation 1. In other words, 
the absolute value    of the difference between 
the probability values of positive and negative 
classes which are calculated by EM is used for 
priority value.

Where xi represents “unlabeled data i”, 
P(xi | y= +1) represents “positive class prob-
ability of unlabeled data i” and P(xi| y= -1) 
represents “negative class probability of unla-
beled data i”.

After the preprocessing of data, firstly, 
the NB parameters are estimated from the la-
beled doc- uments. Secondly, the classifier is 
used to assign probabilistically-weighted class 
labels to each unlabeled document by calcu-
lating expectations of the missing class labels. 
Consequently, the new classifier parameters 
are estimated using all the documents which 
are extended with the newly labeled docu-
ments. Unless the priority value of each un-
labeled data exceeds the threshold value, the 
unlabeled one is added to the end of unlabeled 
data queue for regenerating priority value.

The most critical part of the proposed 
method is defining the the threshold value. 
The threshold value is used for adding the un-
labeled data 𝑥𝑖 to the labeled data queue ac-
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cording to the priority value whether greater 
than threshold 𝑥𝑖 �𝑟𝑖 �𝑟𝑖 𝑡𝑦>  threshold  or not. 
The threshold value is  deter- mined empiri-
cally and the empirical results are given in sec-
tion 3.3.

After end of each EM iteration, the unla-
beled data queue which has greater probability 
values than threshold value are added to the 
labeled data queue and NB is trained using ex-
tended data. Conversely, if the priority value 
of unlabeled data is less than the threshold 
value, the data point is added to the end of un-
labeled data queue. Consequently, priority ag-
ing method provides that the most convenient 
unlabeled data points are primarily joined to 
the labeled data set.

3. Experimental Settings

3.1. Data Description and 
Transformation

In this study, the IMDB dataset [19] is 
used in experiments. The dataset consists of 
1400 pre- classified movie reviews, 700 posi-
tive and 700 negative. This dataset is previ-
ously used for vari- ous classifiers (Maximum 
Entropy, SVM, and Naïve Bayes) to determine 
the correct polarity rat- ings for movie reviews 
[18]. At the beginning we select %10 of 1400 
reviews that 70 positive sample, 70 negative 
samples for learn classifiers.

As the first step of the preprocessing, 
the review documents are cleaned from any 
HTML tags. The text was cleaned from non-
alphabetic signs and abbreviations. As for stop 
words, a stop word list is constructed on the 
basis of several available standard stop word 
lists, with some changes related to the specific 
characteristics of the data. For example, the 
words such as film, movie, ac- tor, actress, and 
scene are non-informative in movie reviews 
data. These are considered as stop words be-
cause they are movie domain specific words.

Select words with specific part-of-
speech, such as verb, adjective, and adverb are 
used in de- veloping the classifier [9]. In addi-
tion, stemming is performed on the documents 
to reduce the redundancy. Finally, the number 
of features was reduced from 23450 to 16614. 
After the term- document matrix is construct-
ed, the term (or feature) weighting process is 
realized by applying term frequency–inverse 
document frequency (TF-IDF) method after 

that at the beginning separat- ed 1260 sam-
ple of reviews ordered according to length of 
words. As final we have matrix in size 16614 
features and 1260 samples.

3.2. Performance Evaluation

The performance metrics used to evalu-
ate the classification results are precision, re-
call and F- measure. Precision is a measure of 
the ability of a classification model to present 
only relevant items. Recall is a measure of the 
ability of a classification model to present all 
relevant items. F- measure is the weighted 
harmonic mean of precision and recall. The 
evaluation measures in equa- tions 2, 3 and 
4 are defined due to the confusion matrix in 
Table 1.

Table 1. Confusion Matrix

Where, tp (true positive): the number of 
correct classifications of the positive exam-
ples, fn (false negative): the number of incor-
rect classifications of positive exam-ples, fp 
(false positive): the number of incorrect clas-
sifications of negative examples, tn (true nega-
tive): the number of correct classifications of 
negative examples.

3.3. The Threshold for Priority Aging 
Process

In this study, determining the threshold 
value is an important issue for the effective-
ness of priority aging process. During the de-
termination of threshold value, since the 0.5 is 
not illustrative for separating the positive and 
negative points, it is initially assumed that 
𝑋 𝑖 score for each un- labeled data xi must be 
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greater than 0.6. And then, 0.7, 0.8, 0.9 thresh-
old values are implemented respectively. The 
classification accuracies at each threshold val-
ue are given in Table.2. It is con- cluded that 
the accurate classification results are obtained 
with 0.8 threshold value.

Table 2. Classification performances at 
various threshold values.

3.4. Experimental Results

In this section, the results of several 
experiments are reported to assess the perfor-
mance of the semi-supervised classification. 
The proposed classifier is ran on the movie re-
views and the per- formance results are com-
pared with the conventional EM algorithm.

Table 3 compares the classifier perfor-
mances resulting from the classification on 
both conven- tional EM and EM with priority 
aging. The classification performance of prior-
ity aged EM is bet- ter than conventional EM 
algorithm. While implementing the proposed 
algorithm, it is observed that the presentation 
of data is an important issue. The better re-
sults are achieved when the data is presented 
to the algorithm due to the descending review 
length. The reason for this can be ex- plained 
as follows. The prior distribution of the data 
is a key part of Bayesian inference which is 
combined with the probability distribution of 
new unseen data to yield the posterior distri-
bution. The posterior distribution is used for 
future inferences and decisions. Namely, the 
existence of a strong prior assumption for any 
problem can provides to construct more effec-
tive Bayesian infer- ence models. In this study, 
long documents which contain more terms are 
primarily presented to the NB classifier to 
construct more robust Bayesian model.

Table 3. The performances of EM and 
EM with Priority Aging Algorithms

In Table 3, it is seen that the Priority Ag-

ing method is more effective compared to the 
pure EM implementation in semi-supervised 
classification. While the conventional EM 
classification has nearly 0.5 accuracy rate, the 
Priority Aging with EM classification has 0.8 
accuracy rate.

4. Conclusions

In semi-supervised learning, when the 
given data are usually difficult to distinguish 
positive la- beled ones from negatives as in 
sentiment classification problem; which of the 
unlabeled data points should be labeled before 
gaining  importance due to labeled data must 
represent the class dis- tributions accurately. 
From this point of view, the priority degrees 
initially assigned to unlabeled data and then 
they labeled due to their priorities by EM iter-
atively. The priority aging algorithm provides 
that the most suitable unlabeled data points are 
primarily joined to the labeled data.

In this paper, an alternative semi-super-
vised classifier is proposed based on EM and 
priority aging algorithm. When EM with NB 
is implemented, the performance of the clas-
sification is not satisfactory. We compared the 
performance of EM with Priority Aging to 
conventional EM algo- rithm, which is used 
with NB. Our experiments demonstrate that 
priority aging significantly im- proves the ac-
curacy of EM+NB classifier.

As a future work, we will investigate the 
performance of the proposed classifier with 
different datasets.
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