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1. INTRODUCTION

The power quality term has become one 
of the most important term in the power sys-
tems. There are many types of equipment that 
causes power quality problems. Computer, 
television, air conditioning, UPS, speed con-
trol device, welding machine, can be given as 
example to this type of non-linear loads. These 
loads generate the harmonics and negatively 
affect the power quality. Harmonic distortion 
is the most significant power quality problem. 
Total Harmonic Distortion (THD) is used as 
an indication of current and voltage distortion 
values. Harmonic limitations are described 
in the IEEE 519 standard [1], [2]. ANN’s are 
used for harmonic estimates and signal analy-
sis in literature [3], [4], [5], [6]. ANN has been 

used to estimate the nonlinear harmonic loads 
[7]. ANN estimation method has been pro-
posed for the current estimation of nonlinear 
loads which contains harmonic components 
in reference [8]. On the other hand, in some 
papers [9-15] curve fitting methods have been 
used. In reference [16], estimation of multi-
variate regression functions has been made 
with LR method. Modeling and estimation of 
the propagation loss in wireless systems with 
LR method proposed in reference [17]. For 
improving performance in heterogeneous Net-
works (hetnets), LR estimation method was 
proposed in reference [18]. In reference [19], 
linear regression-based estimation method was 
proposed to identifying sound. In reference 
[20], for defining the foreground of computer 
systems, LR based modeling method has been 
used. In reference [21], LR estimation method 
has been used for channel estimation in wire-
less networks. For estimating the growth trend 
of THD estimation, LR method has been used 
in reference [22]. In reference [23], LR meth-
od has been used for the frequency estimation. 
In reference [24], LR method has been used 
for the estimation.  In this study, values ​​ were 
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Table1. Measured Load Current   and 
values for modeling and testing.

3. SIMULATION STUDIES 
3.1. ANN METHOD

Artificial neural networks include three 
parts.

1. Input Layer
2. Hidden Layer
3. Output Layer

Input layer neurons receive the input 
data and send this data to the hidden layer neu-
rons. ANN was used for estimation purposes, 
the most important performance is the accura-
cy of estimation. Estimation error values were 
determined by the following formulas [25]. Y 
describes the value of the real measuring data; 
F describes value generated by the model,

Estimation Error can be defined as be-
low.
      

	 The average error is calculated as 
following
 	

	                                                                                

The average absolute error can be writ-
ten as below.
                	    

         The percentage error can be written as 
below.
	                                                            

                     

measured with devices connected to the grid. 
These values ​​ have been used in ANN, CF, LR 
models for training and testing purposes. 

2.HARMONICS IN POWER 
SYSTEMS

Nonlinear devices cause harmonic dis-
tortion in the power system. The most com-
monly indices used for measuring the har-
monic content of a waveform are the total 
harmonic distortion (THD).

Total current harmonic distortion can be 
expressed as,

           Total volage  harmonic distortion can be 
expressed as,

  

Studied energy distribution system is 
supplied from different transformer centers. 
The input voltage of distribution system is 154 
kV. 154 / 34.5 kV transformer is used to turn 
voltage. values have been  measured at the 
34.5 kV side of the transformer.  values mea-
sured from the system were used in the models 
for harmonic estimation. Single-line diagram 
of the distribution system is given in Figure 1. 

Figure1. Single-line diagram of the en-
ergy distribution system    
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Figure 2. ANN model with one input 
layer, two hidden layer, one output layer.

ANN model has been shown in Figure 
2. ANN model has 1-input, 2 hidden layers 
and one output layer. There is no connection 
between  hidden layer.  estimation has been 
done with the proposed ANN model.

3.2. CURVE FITTING 

For determining a polynomial equation 
of the unknown intermediate values of data 
set curve fitting methods are used. Polynomial 
equation obtained from the curve fitting can’t 
pass through the data points. Appropriate of 
polynomials are searched in different degrees 
[26].

Given the (n + 1) points: (x0, y0), (x1, y1), 
(x2, y2), … (xn, yn), There is more similar n’th 
degrees of polynomial passing through this 
point. 

  y = Pn(x) = b0 + b1x + b2x
2 + … + bn x

n     (7) 
 This coefficients (b0, b1, b2, … bn)  are 

achieved by solving linear equations.

b0 + b1x0 + b2x0
2 + … +bnx0

n = y0 	         (8)
b0 + b1x1 + b2x1

2 + … +bnx1
n = y1 

b0 + b1x2 + b2x2
2 + … +bnx2

n = y2 
.       .          .         …      .          .
b0 + b1xn + b2xn

2 + … +bnxn
n = yn 

There is an error if the degree of the 
polynomial is chosen too small.  If the degree 
of the polynomial is chosen too big unexpect-
ed fluctuations in the interpolation functions 
occur. Therefore choosing of the degree of 
polynomial is very important. 

Figure 3. CF graph.

CF graph is shown in Figure 3. THDI es-
timations were made by using this 5’th  degree 
equation curve.

3.3.LINEAR REGRESSION 
METHOD

Linear regression attempts to model the 
relationship between two variables by fitting 
a linear equation to meassring data. One vari-
able is considered to be an explanatory vari-
able, and the other is considered to be a depen-
dent variable. 

Simple linear regression is a statistical 
method for obtaining a formula to predict val-
ues of one variable from another where there 
is a causal relationship between the two vari-
ables.   

In simple linear regression, we predict 
scores on first variable from the scores on a 
second variable. The variable we are pre-
dicting is called the criterion variable and is 
referred to as Y. The variable we are basing 
our predictions on is called the predictor vari-
able and is referred to as X.

The formula for a regression line is
Y=bX+ A                                              (9)           

where Y is the predicted score, b is the 
slope of the line, and A is the  constant.

Linear regression consists of the best-
fitting straight line through the points. The 
best-fitting line is called a regression line.

4. COMPARISON OF THE ESTI-
MATION RESULTS   

Table 2 gives the information about 
percentage error, the measured and estimat-
ed  THDI  via ANN, CF and LR methods The 
THDI values ​​in this table are  ​​used for testing 
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the ANN, CF and LR methods. % error value 
is expressed as percentage of the difference 
between the measured  THDI  and estimated 
THDI. 

Table 2    % error,  measured THDI , 
estimated THDI values.
	

. 

Figure 4   The measured  THDI and esti-
mated THDI values.

Figure 4 illustrates the measured THDI 
and estimated THDI values. As seen from the 
figure, estimated THDI values are close to 
measured THDI values.

Figure 5.    The percentage  error be-
tween measured THDI and estimated  THDI 
values

Figure 5 shows the % error between 
measured and obtained from ANN, CF and 
LR THDI values. ​​First estimation error values 
for ANN, CF and LR  are 8,82 %, 7,73 %, 5 
%,  respectively . In second estimation error 
values are 0,14 %, 3,7%, 7,5 %,  respectively. 
In third estimation error values are 1,57 %, 
5,65%, 0,56 %,  respectively. Estimated er-
ror values in the 4th estimation are 4,88 %, 
10,76%, 6,8 %,  respectively. Estimated er-
ror values in the fifth estimation are 2,71%, 
0,89%, 2,05%,  respectively. In sixth estima-
tion error values are 3,46 %, 12,39%, 1,4 %,  
respectively.  Estimated error values in the 
seventh estimation are 9,75 %, 3,44%, 1,11 %,  
respectively. In eighth estimation error values 
are 6,64 %, 6,08%, 4,09 %,  respectively. Es-
timated error values in the 9th estimation are 
3,32 %, 12,38%, 9,1 %,  respectively. Estimat-
ed error values in the tenth estimation are 9,09 
%, 6,87%, 3,33 %,  respectively.

Test phase; the average errors are 5,03% 
for ANN,  6,98% for CF and  3,99 % for LR . 

5. CONCLUSION

In this study, THDI values in the elec-
trical power  systems were estimated by us-
ing ANN, CF and LR methods. With this pro-
posed method, harmonics which is one of the 
power quality problems can be estimated pre-
viously to improve power quality. Especially 
harmonic analysis and the estimation are very 
important in the distribution system. Because 
of the harmonic distortion the losses and the 
various defects occur. Harmonics adversely 
affects power quality. Harmonic values are 
estimated approximately 95% accuracy by 
ANN algorithm, 93% by CF and 96% by LR 
algorithm. This accuracy values indicate that 
proposed ANN, CF and LR models can be 
used to estimate THDI values. According to 
this estimated THDI values, the required filter 
parameters can be determined and applied to 
the power distribution system. In this way, by 
reducing the harmonic values​​, a considerable 
increase in power quality can be provided. 
ANN, CF and LR THDI estimation models, 
can be used in other power distribution sys-
tems for the THDI estimation.
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