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1. Introduction

The century we are in today, everything 
is evolving more than speed of light. The use 
of internet and documents online has increased 
exponentially causing a lot of problems for 
the user to find more precise documents from 
the millions of documents available. Even the 
stress of reading the documents and knowing 
the exact document is a vital problem. This 
problem can basically be solved using auto-
matic text summarization which is a branch 
under information retrieval (IR). IR is widely 
used in search engines, online-book websites, 
new portals and etc because it makes them 
more bulky in terms of semantic relationships 
and context of the documents retrieved. IR is 
subdivided into many branches one of which 
is automatic summarization. Automatic text 
summarization is the creation of reduced type 
of text by a computer program and the out-
put produce will still contain the most relevant 

part of the original text and to be more specific 
automatic text summarization aim at extract-
ing the important sentences from large amount 
of text in a document and still retain its qual-
ity. The goal of this study is to focus on divers 
ways of automatic text summarization, using 
singular value decomposition as the algorithm 
and finding an efficient and effective output 
method for the summary.

Following sections are organized as fol-
lows: Firstly, in section 2 we review previous 
work of text summarization approaches and 
evaluation measures. Section 3 explains the 
main approach used that is LSA approach in 
details, preprocesses method and step by step 
of the approach to arrive at the summary of 
document are explained. Section 4 works on 
implementation of latent semantic analysis us-
ing our proposed system for summarization 
system. Section 5 also explains the evalua-
tion results of the LSA based single document 
summarization algorithms using English doc-
ument sets. Section 6 gives a very brief de-
scription of some ideas, concluding remarks 
and future works.
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of document summarization because there is 
still no proper or ideal summary for document 
but different evaluation approaches have been 
used for text summarization in general. 

3. LATENT SEMANTIC ANALYSIS

Latent Semantic Analysis (LSA) is the 
combination of algebraic and statistical meth-
ods and this technique brings out the hidden 
structure of words, between words, sentenc-
es or document. The main ideas of LSA is 
that it extracts the input document and con-
vert to sentence – term matrix and process it 
through an algorithm called singular value 
decomposition(SVD). The purpose of the 
SVD is to find relationship between word and 
sentences, reduce noise and also model the 
relationship among sentences and words. Fi-
nally, output is obtained from SVD algorithm. 
LSA main algorithm to text summarization is 
divided into three steps: creation of sentence 
- term matrix, applying SVD to matrix and se-
lection the sentence for the summary.

In this section, we firstly describe cre-
ation of sentence-term matrix. Secondly, ap-
plying SVD to matrix and different algorithms 
for selecting sentence in latent semantic anal-
ysis 

3.1 Creation of sentence - term 
matrix

In LSA, creation of sentences by term 
matrix is based on vector-space model (VSM) 
that is the arrangement of bags of words into 
their sentence by term matrix. Matrix is the 
representation of data into rows and columns; 
where rows represent the words, columns rep-
resent sentences and each data is filled into 
their cell. The creation of matrix is a very dif-
ficult task in LSA because it must pass through 
a pre-processing method before it becomes 
full sentence – term matrix

3.2 Applying SVD to matrix

SVD is based on a theorem from linear 
algebra in which a rectangular matrix A is de-
composed into three matrices - an orthogonal 
matrix U, a diagonal matrix ∑, and the trans-
pose of an orthogonal matrix V. The purpose 
of SVD is using a dimensional matrix set of 
data points and reducing it to a lower dimen-
sional space. SVD is used to reduce dimension 
of term-by-document matrix. This technique 

2. RELATED WORKS

Researchers have been working actively 
on text summarization within the Natural Lan-
guage Processing (NLP) to create a better and 
more efficient summary. This work started in 
the late fifties and since then many methods 
developed from single to multi-document 
even to multi-lingual text summarization ap-
proaches or from extractive to abstractive ap-
proach aboveall there have been an increasing 
in output of summary over the years. Extrac-
tive summarization works with the method of 
finding the salient topics in a text such as Luhn 
[1] at IBM laboratory, worked on frequency 
of word in the text. H. P Edmundson [2] used 
title of the word, cue phase, key method, posi-
tion method – surface level approach, Daniel 
Jacob Gillick [3] used classification function 
to categorize each sentence (sentence extrac-
tion) using naïve-Bayes classifier - machine 
Learning Based Approach. Eduard Hovy and 
Chin-Yew Lin [4] also, studied on sentence 
position and later tried to restructure the sen-
tence extraction using decision tree - Statisti-
cal Approaches. Gerald Salton [5] worked on 
automatic indexing which later turned to sta-
tistical process that based on term frequency 
- inverse document frequency algorithm - 
Graph Based Approaches. Abstractive or non-
extractive approach is different from extrac-
tive approach but abstractive approach uses 
extractive approach to generate abstract is that 
it observes and understand the document, then 
generates a new summary and this summary 
does not contain any word from the original 
document such as Knight and Marcus[6] that 
used statistical - based summarization to train 
a system to compress the syntactic parse tree 
of a sentence in order to produce a shorter but 
still maximally grammatical version – reduc-
tion approach. Daume and Marcus [7] contrib-
uted to compression approach using Rhetori-
cal Structure Tree in which they used decision 
tree to pick the relevant compressed and leave 
the irrelevant ones – compressive summariza-
tion. There are many approaches of text sum-
marization and majority of them are extractive 
approach because it extracts the important sen-
tences from the input text while text abstrac-
tion or non - extractive approach, prove to be 
the more challenging task, to parse the original 
text in a deep linguistic way, interpret the text 
semantically into a formal representation, find 
new more concise concepts to describe the 
text and then generate a new shorter text with 
the same information content. The evaluation 
of the summaries is another challenging part 

http://www.ijsrise.com


International Journal of Scientific Research in Information Systems and Engineering (IJSRISE)
Volume 1, Issue 2, December-2015. ISSN 2380-8128 

IJSRISE © 2015.
http://www.ijsrise.com 

also reveals the latent data while removing the 
noise. The computation of the 

SVD as follows:
SVD decomposes a matrix (A) into three 

matrixes.

where, U is a matrix that their columns 
are the eigenvectors of the AAT matrix. This 
matrix is called left eigenvectors and it repre-
sents concept-by-term relation. 

Σ is a matrix that their diagonal elements 
are the singular values of A. Its non-diagonal 
elements are 0. The matrix represents concept-
by-concept relation.

V is a matrix that their columns are the 
eigenvectors of the ATA matrix. This matrix 
is called right eigenvectors and it represents 
concept-by-document relation.

VT is the transpose of V.
From reduced dimension, a suitable k 

(rank approximation value) value should be 
chosen to reduce the dimension of the LSA 
space. The amount of dimension reduction is 
determined by value of k so it does not matter 
whether k is large or small but just to reduce 
unimportant details and to yield good retrieval 
result.

3.3 Sentence Selection

Sentence selection is done after creating 
the input matrix and singular value decompo-
sition of the matrix. The next step is ranking of 
the sentences based on the scores and select-
ing the ranked sentences based on the type of 
algorithm that is used for document summari-
zation. In this study four of them will be ex-
plained in details and their various algorithms 
used LSA for document summarization.

3.3.1 Different algorithms for select-
ing sentence in latent semantic 

analysis

Gong and Liu [8] pioneers started the 
use of LSA for text summarization. They start-
ed by creating the term by sentences matrix 
They started by creating the term by sentences 
matrix and their reasons of SVD to matrix is of 

two views: from transformation aspect that is 
it gives a mapping between the m-dimensional 
space spanned by the weighted term-frequency 
vectors and the r-dimensional singular vector 
space with all of its axes linearly-independent. 
From semantic point of view, the SVD obtains 
the latent semantic analysis from the docu-
ment represented by matrix that is the break-
down of the original document into r linearly-
independent base vectors or concepts. After 
performing the SVD on term sentence matrix, 
a singular value matrix and the right singular 
vector matrix VT.  In the singular vector space, 
each sentence is represented by the column 
vector of VT and then picks the pth right sin-
gular vector from matrix VT which means that 
is selecting the sentence which has the largest 
index value with the pth right singular vector, 
and included it to the summary. Finally, until 
p reaches the predefined number that is being 
defined by the user it then, the operation will 
terminate else increment p increases by one, 
and go to back again

	 The main disadvantages of Gong and 
Liu’s method is that when sentences are ex-
tracted the top topics are treated as the same 
as equally concepts. Secondly, the related only 
one sentence from each concept showing that 
the same number of sentence collected is the 
same as the dimension and the larger the sen-
tence the less the important concept is picked. 
Steinberger and Jezek [9] approach selects 
sentences through vectorial representation 
into matrix that has the highest length using 
sentence vector

where L represents length of the score, V 
is a matrix that their columns are the eigenvec-
tors of the ATA matrix and Σ is a matrix that 
their diagonal elements are the singular values 
of A.

Murray et al. [10] in their approach 
more than one sentence can be collected from 
the topmost important concepts, placed in the 
first rows of the   matrix rather than using ex-
tracting the best sentence for each topic. Deci-
sion of how many sentences will be collected 
from each concept is made by using matrix. 
The value is decided by getting percentage of 
the related singular value over the sum of all 
singular values, for each concept. Murray et 
al. approach solves the problems of Gong & 
Liu’s approach of selecting single sentence 
from each concept, more than one sentence 
can be chosen even they do not have the high-
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est cell value in the row of the related concept. 
And also, the reduced dimension makes it dif-
ferent from other approaches.

Makbule Gulcin Ozsoy [11] used Cross 
method to improvise on Steinberger and Jezek 
approach. In this approach input matrix cre-
ation and SVD calculation steps are executed 
as in other approaches and then the matrix is 
used for sentence selection purposes but be-
tween the SVD calculation step and the sen-
tence selection step, a pre-processing step is 
placed and the purpose of step is to remove 
overall effect of sentences that are not related 
to the concept, leaving only the most relevant 
sentences related to that concept. Mathemati-
cally, for each concept, that represents rows 
of the matrix, the average sentence score is 
calculated. Then the cell values which are 
less than or equal to the average score are set 
to zero. After that Steinberger and Jezek ap-
proach is followed with little modification that 
is by adding up the concept scores with values 
after the preprocessing step

4. IMPLEMENTATION 
4.1 Introduction

We developed an application to provide 
a strong single document automatic summa-
rization system. The system has been imple-
mented in the Java programming language 
and JAMA library [12] was used as part of the 
application. JAMA is a basic linear algebra 
package for Java. It provides user-level classes 
for constructing and manipulating real, dense 
matrices and also consists of pairs or triples of 
matrices, permutation vectors, and the like, to 
produce relevant and accurate results.

4.2 Implementation Processes 

Step 1: Loading is a primary step of in-
putting the text into the buffer, and make some 
processes for summarization. Our system load 
the folder file into the buffer, checking the in-
put document if it available or not, changing 
the text into the lower case state and also dif-
ferentiate between similar words. All these are 
to improve the accuracy and eliminate redun-
dancy in the system.  

Step 2:	 Tokenization is converting a 
stream of characters into a stream of process-
ing units called tokens. After the system has 
placed the text inside buffer, it splits the words 
from sentence into their units and then remove 
the punctuation marks, parenthesis, quotes, 

whitespace positioning, etc. so that sequence 
of tokens can be obtained. 

 Step 3:	  The next step is stemming, 
stemming the process of reducing different 
forms of a word into its root form and the pur-
pose for using stemming is to reduce memory 
usage for storing the words. In our system 
Porter’s stemming algorithm which is the best 
known stemmer is used and it helps to remove 
prefixes and suffixes as well as some transfor-
mation rules.

Step 4:	 After tokenization and stem-
ming we still discover that most sentences 
use period at the end of each sentences such 
Mrs. Prof., so we have to follow the rules of 
sentence discrimination to solve this problem 
such as rule like not to break a sentence when 
the sentence contains the numeric words in it.

Step 5: Term frequency is a mathemati-
cal matrix that fills the cell with frequency of 
term that occurs in a collection of document. 
In our system each row represents the docu-
ment in the collection and the column repre-
sent the term in the document. The higher the 
terms and the frequency, the greater the num-
bers of times in which the word occurs in the 
document.

Step 6: Sentence selection using LSI, 
we developed two systems that use the above 
steps up to creation of SVD matrix. After cre-
ating the matrix, sentence selection is the next 
steps which were also done by other approach-
es as seen in section four and this approach of 
select their summary is from VT of the SVD 
matrices. Gong and Liu proposed that row or-
der indicates the importance of the concepts 
such that the first row represents the most im-
portant concept extracted. In this study, we 
assume that instead of using Gong and Liu 
approach of selecting the highest from each 
concept of the entire row then we find the av-
erage of the entire concept of each sentences 
and one sentence is picked from the average 
most important sentences of each concept, and 
then second sentence is chosen from the sec-
ond average most important concept of each 
concept; and this process continues until all 
predefined number of sentences are collected

4.3. The Proposed Method avesvd

The avesvd method is an extension to 
the Gong and Liu approach. avesvd uses the 
above steps up to the creation of SVD matrix. 
After these steps, sentence selection is the next 
step which was also done by other approaches 
as seen in chapter Four. avesvd selects its sum-
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mary from  VT  of the SVD matrices. In Gong 
and Liu approach, they proposed that row or-
der indicates the importance of the concepts 
such that the first row represents the most 
important concept extracted instead of using 
Gong and Liu approach to select the highest 
from each concept of the entire row then we 
find the average of the entire concept of each 
sentences column using equation 1 below to 
calculate the average
 	

where each column is denoted by aj and 
n is total number of column

Finally, one sentence is selected from 
the average most important sentences of all 
the concepts. Then second sentence is cho-
sen from the second most important sentence 
and this process continues until all predefined 
number of sentences are collected as shown in 
Figure 1.

Figure 1-showing the architectural de-
sign of avesvd

4.4. The Proposed Method ravesvd

The ravesvd method is similar to the 
avesvd approach following the steps from 
Figure 2 approaches based on Latent Seman-
tic Analysis. In this step first the input docu-
ments are represented in a matrix form, using 
the example above as the input file and then 
SVD calculation is done. After these steps, the 
system selects its summary from the average 
of all columns from the VT matrix in the SVD 
selecting the sentences for the summary using 
the equation 2 below.

        

where each column is denoted by aj and 
n is total number of column.

The system calculates the average of the 
entire reduced concept of each sentences col-
umn from the VT matrix and first sentence is 
chosen from the highest average score of re-
duced concepts, and then second sentence is 
chosen from the second average most impor-
tant score of reduced concept; and this process 
continues until all predefined number of sen-
tences are collected.

Figure 2 - The architectural design of 
ravesvd

The idea behind this ravesvd to reduce 
the dimension of the concept (k = 2) and not 
to lose any concept that is available after the 
reduction of dimension. This method of reduc-
ing can cause loss of many topics but if not we 
might include less important topic and noisy 
in the summarization.

5. Experimental results

Four tests experiment with our systems 
for document summaries on corpus DUC-2002 
and 2004. The DUC 2002 and DUC 2004 doc-
ument sets consist of 482 and 567 document 
sets respectively. Out of the 567 documents 
present in the DUC-2002 document set, we 
were left with 556 documents and out of 482 
documents in DUC-2004, 475 were used after 
the clean-up processes. This is done with Eng-
lish dataset for comparing the results of these 
different approaches of text summarization 
methods using ROUGE as standard evaluator.
In this section, we worked on two different 
dataset; preparation for ROUGE setup and the 
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result from the proposed methods mentioned 
in section 4 were also examined. For each 
experiment the corresponding proposed 
method were applied and the composed 
summaries were evaluated. The obtained 
results are presented and discussed.

5.1 Evaluation Setup

Our evaluation is based on three evalua-
tion steps: Latent Semantic Analysis approach, 
Output part and ROUGE evaluation part

5.2 Latent Semantic Analysis 
approach

The system generates latent semantic 
analysis for four existing systems and two 
proposed systems were used as an input docu-
ment given by DUC as peer summaries. The 
input documents used JAVA and JAMA as part 
of the library for the process of the input and 
an XML file is produced as output. XMLs for 
all the documents in the DUC document set 
were retrieved and stored for use by all sum-
marization system.

5.3 Output part

The second part of the XML is produc-
ing the model summaries which is reference 
summaries that are also in XML file format. 
In essence, the output comprises both model 
and peer summaries as XML file. Finally, both 
the model and peer summaries extracted must 
have a corresponding summarizer ID number 
created for ROUGE evaluation step–up.

5.4 ROUGE Evaluation component 

The ROUGE system requires as input 
an XML file that specifies the peer summaries 
system summaries and model summaries all 
these have to be evaluated together. Figure 9 
is an example of XML file format require for 
ROUGE evaluation. This system was written 
in order to accept an XML file format as in-
put for ROUGE evaluation.  While running 
ROUGE, several options can be chosen some 
of which specify preprocessing tasks but we 
produce for ROUGE evaluation as shown in 
Illustration above. The performance of the 
evaluation of the text summarization algo-
rithms were described in this study and we 
obtain ROUGE-L results using Perl ROUGE-

1.5.5.pl -a ./ROUGE_EVAL_HOME/thesis.
xml for ROUGE-L as our results metrics and 
discussions are made based on the outputs.

5.5 Results

The ROUGE toolkit was run to evalu-
ate the summaries metrics recall, precision, 
and F-measure. The 2002 and 2004 datasets in 
English are datasets for the evaluation of the 
summarization systems. In order to compare 
LSA based approaches with other approaches 
we used Duc2002 and DUC2004 datasets, dif-
ferent resources are used and their evaluation 
results for summarization are collected. The 
tables below indicate the ROUGE-L, scores 
obtained from running the ROUGE evaluation 
toolkit to compare the most important sen-
tence chosen by the three model summaries 
and the summary generated.

Table 1 - ROUGE-L Scores for 2002 
Dataset

Figure 3- ROUGE-L scores for 2002 
Dataset
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Table 2 - ROUGE-L scores for 2004 Da-
taset

Figure 4- ROUGE-L scores for 2004 
Dataset

From the Table 1 and Table 2, it has been 
observed that Murray method has the highest 
score in recall both DUC-2002 and DUC-
2004 datasets, Steinberger & Jezek has the 
highest score in precision for both DUC-2002 
and DUC-2004 datasets, Gong and Liu has the 
highest score in F-measure DUC-2002 data-
set, Steinberger & Jezek has the highest score 
in F-measure for DUC-2004 dataset, ravesvd 
became third in both recall and F-measure 
DUC-2002 and ravesvd became fourth in both 
recall and F-measure DUC-2004. Overall, we 
believe that the results are encouraging but 
still need more improvement to achieve better 
results.

.  6. Conclusion

The system we have built is a LSA-
based summarization system for single docu-
ment summarization system. LSA presumes 
that words that are close in meaning will oc-
cur in similar pieces of text and analyzes re-

lationships between a set of documents and 
the terms they contain by producing a set of 
concepts related to the documents and terms. 
In this study, we have explored some relevant 
linear algebra concepts, attempted to auto-
matically summarize text using the LSA ap-
proach and we evaluated generated summary 
using the ROUGE evaluation toolkit. To speed 
up process of calculating SVD, we also took 
advantage of predefined library called JAMA 
library. The results show that both systems 
extracted sentences reasonably well from the 
original text. We chose to select a sentence 
with the largest value after finding the average 
of each in each column of VT for each topic, 
without assuming that any concept of the sen-
tence is less important. The disadvantages are 
sentences might have equal average scores, 
but how to prioritize them is a problem. There-
fore, sentence selection should be further re-
fined and from the result we observed that 
with reduction in dimension it only have little 
effect on the results.
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