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Introduction 
Designing of nonlinear filters, which are optimal ac-
cording to some criterion, relates to minimization of 
a functional that determines the filtration quality. In 
case of some other criteria being usually controversial 
in character, the purpose of designing is to construct 
Pareto optimal filters [1] which enable to achieve the 
minimum of the weighted quality functional. Synthe-
sis of optimal nonlinear filters requires knowledge of 
higher-order correlation moments which can be a pri-
ori known or experimentally determined [2]. For fil-
tering of signals with variable statistical properties it is 
possible to obtain optimum-close solutions based on 
local adaptive nonlinear image processing [3].
Adaptive filtering can be performed using both the 
input signal alone (with no feedback) and also the 
output signal (with a feedback). The choice of the 
adaptive filtering method is determined by specific 
character of the problem being solved. Construction 
of filters with input signal adaptation is based on 
the use of analytical methods and requires direct 
setting of filter’s behavior depending on properties 
of the input signal. If it is difficult to give analyti-
cal description, output signal adaptive filters can be 
applied. The matching error can be used between 
target and output signals to correct weighting fac-
tors in the filters. Adaptive polynomial filters can be 
implemented both in time and frequency [4] areas, 
and they mainly differ from each other by their tar-
get function and the algorithm used for its minimi-
zation. In this context, the key issue in designing 
nonlinear feedback filters is to select the type and 
parameters of the algorithm.

It is generally difficult to give clear interpretation of 
nonlinear filters synthesized using multi-objective 
optimization techniques [1]. Though the resulting 
filter coefficients are considered to be optimal ac-
cording to the selected criteria, the meaning of non-
linear filtering processes is not considered herewith. 
In practice, it often makes sense to sacrifice the fil-
ter’s optimality to support a simpler solution with 
clear physical meaning.

1. Setting-up a filtering problem 
Let us consider a problem of extraction of the useful 
signal s(n) from the observed signal x(n) distorted 
with additive noise (n):

( ) ( ) ( )x s  n n n , 
where  1 2,n nn  is the vector defining point (pixel) 
coordinates of the image.
If the interference (n) is represented as the white 
noise, the estimate s n(̂ )  minimizing the mean-
root-square error  2ˆ( ) ( )M s sn n  has the follow-
ing form [5]:
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where ˆ ˆ,xD D  are local estimated variances of the sig-
nal x(n) and the noise (n), respectively; ˆ xm – is the 
local estimate of the mean value x(n).
The estimate computing procedure (1) may be inter-
preted as the adaptive filtering based on local signal 
statistics. This can be proved as follows: at relatively 
smooth change of the useful signal s(n) the estimat-
ed variances of the signal x(n) and the noise (n) 
will be approximately equal, and we can consider that
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ˆ ˆ 1xD D  . In this case, the filter shall compute the 

estimate ˆ xm  of the mean value of the input signal pro-
viding the maximum noise cancellation. On the other 
hand, if the signal s(n) is changed fast ( ˆ ˆ

xD D ), the 
ratio is ˆ ˆ 0xD D  , and the filter will pass the input 
signal x(n) almost unchanged. Between these two ex-
treme situations the filter output signal is formed as a 
weighted sum of the input signal x(n) with its mean 
value ˆ xm . Thus, the filter’s behavior has an adaptive 
character and varies depending on local properties of 
the input signal.

2. Adaptive filtering with nonlinear 
component weight control

Based on this approach we can construct different 
structures of digital nonlinear filters differing in 
types of estimates used for the analysis of local 
signal properties and adaptation parameters. In 
particular, in the two-component filtering meth-
od [5] the input process x(n) is represented as 
low-frequency xL(n) and high-frequency xH(n) 
components, and the output signal у(n) of the fil-
ter is formed as the sum

( ) ( ) ( )L Hy x x  n n n ,
where the adaptation parameter  is determined 
through local variance estimates as ˆ ˆ1 xD D .
This principle may be used to filter noise images while 
underlining boundaries at the same time. Thus to 
smooth noise in homogeneous areas of the image a 
low-frequency filter with mask can be used

 1 1 1 2

0.1 0.1 0.1
( , ) 0.1 0.2 0.1

0.1 0.1 0.1
h i i

 
    
  

H  (2)

whereas to contrast image details a quadratic differen-
tiating filter can be used [6].
In general case, the filter output signal у(n) is formed 
as the sum of linear уL(n) and nonlinear уN(n) compo-
nents ( ) ( ) ( )L Ny y y  n n n .
Depending on local properties of the image (a back-
ground or a difference) the parameter  should en-
hance or weaken the impact of the filter nonlinear 
component. In order to ensure such behavior we shall 
use the local estimated variance ˆ

xD  in the area of 
and determine the adaptation parameter  as follows:
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where is the amplification factor, a and b  are thresh-
old values, and the value R is selected as being equal 
to ˆ ˆ 1xD D   and may be considered as the signal-to-
noise ratio estimate.

According to (3) and the filtering circuit given in 
Fig. 1, such structure will execute low-pass linear fil-
tering, when R < a, ensuring noise smoothing in ho-
mogeneous image areas, and high-frequency nonlin-
ear filtering, when R > b, underlining boundaries of 
image details. Within the interval a  R  b the weight-
ed signal summation of linear and nonlinear branches 
will produce some averaged effect.
We can define filter nonlinearity nature by changing 
threshold values a and b. Convergence of thresholds 
leads to “tougher” nonlinearity. In the limiting case a 
= b the nonlinear characteristic will take the form of a 
step function that corresponds to the instant nonlin-
earity “turning-on” mode when exceeded by the sig-
nal-noise ratio of the given threshold. 
In addition to threshold values in the filter structure it 
is also proposed to set the noise variance (n). If this 
value is a priori unknown, its estimate may be calcu-
lated according to image homogeneous areas or may 
be experimentally selected in accordance with series of 
tests during the filtering process.

Fig. 1. Adaptive nonlinear filter with nonlinear component 
weight control 

In order to study possibilities of the proposed filter we 
have used the “House” image shown in Fig. 2а. As the 
input we used the image given in Fig. 2b and obtained by 
adding Gaussian noise with the variance D  . The 
adaptive nonlinear filter has been used for filtering of 
this image with the following parameters:   , a  , 
b  . The obtained result is given in Fig. 2d. If compared, 
Fig. 2c shows the image obtained by normal linear fil-
tering with mask (2). Clarity of the image obtained by 
nonlinear filtering is much higher. At the same time, if 
compare image homogeneous areas shown in Fig. 2c and 
d (for example, the sky or the shady side of the house), it 
could be seen that adaptive nonlinear filtering provides 
the same noise smoothing as linear filtering.



Image processing, pattern recognition

Shcherbakov М.А. et al… COMPUTER OPTICS, 2014: 38(4), 818-824

820

3. Nonlinear filtering with parametric adaptation
Let us discuss now another simple but rather effective 
way of nonlinear filtering based on the use of linear 
filters with parametric adaptation. We will explain 
the meaning of the proposed approach first using the 
one-dimensional case. Suppose that h(i)  is the impulse 
characteristic of the low-pass filter with the duration 
N = M + , so that ( ) (0) ( ) 1h M h h M       . 
We will generate the filter output signal according to 
the following equation:

 
0

( ) 1 ( ) ( ) ( )
M

n n
i M
i

y n x n h i x n i



          (4)

where=  h(), andn –  is the adaptation param-
eter,  n  .

a)  b) 

c)  d) 
Fig. 2. Results of filtering the “House” image: 
(а) the initial image; (b) the image distorted 
by adaptive Gaussian noise with the variance D = 900; 
(c) resulted low-frequency linear filtering; 
(d) resulted adaptive nonlinear filtering

If the parameter n = , the equation (4) will corre-
spond to the low-pass linear filter, and if n = , it 
will correspond to the high-pass filter; and when n = 
0, the input signal will be transferred without change 
thereof. Determining properly the adaptation parame-
ter , we can change the filter’s behavior depending on 
local properties of the input signal.
Let us suppose that it’s required to provide filtering 
of the impulse signal from broadband noise without 
edges distortion. In this case the filter must change its 
behavior showing low-frequency properties in plateau 
areas to change the input signal and high-frequency 
properties when detecting differences. It is possible to 
determine a difference moment, for example, by the 
following estimate: 

 2( ) ( )n x n M x n M      (5)

which is close to zero when slowly changing the sig-
nal in the vicinity of current input reading and rises 
sharply in difference moments. In order to convert the 
value n into the adaptation parameter n, it should be 
reduced to the interval []. Let us use for this pur-
pose the following function:

12( ) 1
1 1

n
n n

n n
f

  
     

     
 (6)

By using the coefficient  in (6), which changes the 
function scale along the X-axis, the filter may be ad-
justed within the specified dynamic range of the in-
put signal. If 1n   , the filter gain is equal to unity; 
whereas ifn is decreasingly deviated from this value, 
low-frequency properties of the adaptive filter will ap-
pear, and when it is increasingly deviated – high-fre-
quency properties.
Another possible option of conversion ofn to the ad-
aptation parameter n is the piece-linear function

1, ;
2

, ;

1, ,

n
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a b

a b
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where the preliminary filter adjustment for the speci-
fied dynamic range is performed by changing thresh-
old values a and b.
In addition to simplest difference detecting in the form 
of the above estimate (5), and in order to form the ad-
aptation parameter n, some more complicated non-
linear structures, particularly, neural networks, may 
also be used. In particular, we may use the following 
structure for differences detection in noisy images

M M M

n i i ij i j
i M i M j M

f w x w x x
  

 
         

 
   ,

where f(•) – is the activation function varying with-
in the range of [1, 1]. Weighted coefficients shall be 
determined in such structures by means of training in 
accordance with series of test cases.
In the performed experiment we have examined the 
adaptive nonlinear filter whose flowchart is shown in 
Fig. 3. The equations (5) and (6) have been used in 
order to determine differences. The input signal was 
represented as a unit jump distorted by adding Gauss-
ian noises with the mean-square deviation = .
The response on this adaptive filter signal with the im-
pulse characteristic length N =  and the coefficient 
=  is shown in Fig. 4, and it differs in rather good 
noise suppression with no notable distortion of the 
impulse front.
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Fig. 3. Adaptive nonlinear filter flowchart

Fig. 4. Response to noisy unit jump 

The proposed structure may be used for adaptive im-
age filtering in two different ways. In the first meth-
od the general model is fully maintained, the only 
difference being that instead of the one-dimensional 
difference detector we use the two-dimensional one. 
We can use as such operator, for example, the Sobel 
operator [7] or the synthesized in [8] optimized dif-
ference detector which is resistant to noises. Thus, 
for example, when selecting the low-frequency filter 
mask in the above form (2), we will receive the fol-
lowing two-dimensional filtering algorithm:

 1 2

1 2

1 2 , 1 2

1 1

, 1 2
1 1

( , ) 1 0,9 ( , )

0,1 ( , ),

n n

n n
i j

y n n x n n

x n i n j
 

   

    
 (7)

where the adaptation parameter is n = f(n), and n 
– is the squared filter output signal with coefficients.
The second method is based on one-dimensional pro-
cessing of the two-dimensional signal along different 
directions and then summing the results obtained. To 
explain this approach we shall construct, for example, 
the adaptive two-dimensional filter with mask NN, 
N = M + , using an arithmetic mean operator to re-
duce noise and the equation in the form of  (5) – to de-
termine differences. Processing of the two-dimension-
al signal shall be performed in four basic directions 
using a pair of indexes (i, j) in the following way: () 
– horizontal; () – vertical; () – right diagonal; 
() – left diagonal.
Based on (4), after substitution h(n) = /N , the filter-
ing algorithm in the direction of (i, j) shall obtain the 
following form:
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Here,  1 2 1 2( , ), , ( , ), ,i j n n i j n nf    and it can be repre-
sented as the adaptation parameter in the direction of 
(i, j), where 

1 2( , ), ,i j n n  – is the response of the differ-
ence detector in the same direction equal to




1 2( , ), , 1 2

2
1 2

( , )

( , ) .

i j n n x n i M n j M

x n i M n j M

      

    
The filter output signal y(n1,n2) is the sum of compo-
nents (8) calculated in various directions.

1 2 (0,1) 1 2 (1,0) 1 2

(1,1) 1 2 ( 1,1) 1 2

( , ) ( , ) ( , )

( , ) ( , ).

y n n y n n y n n

y n n y n n

  

 
 (9)

In general, when forming each response filter compo-
nent (9) in the functions  1 2( , ), ,i j n nf  , various coef-
ficients (or the thresholds a and b) can be used for 
different filtering directions that enables to take into 
account a priori image information. For example, 
high-frequency properties of the filter can be ampli-
fied in a diagonal direction and low-frequency proper-
ties to be amplified in a horizontal direction, etc.
In order to compare the analyzed adaptive nonlinear 
filters we used the synthesized test image  in size 
shown in Fig. 5а and consisting of the line with pixels 
in thickness oriented in different directions. The in-
coming image shown in Fig. 5b was formed from the 
initial image by adding normal noise with the estimat-
ed variance2 = .

а)  b)  c) 

d)  e)  f) 
Fig. 5. Results of processing the test image using different fil-
ters: (а) the initial image;(b) the image distorted with Gaussian 
noise with the estimated variance 2 = 400; (c) resulted linear 
filtering with mask 33; (d, e, f) resulted adaptive processing 
by different nonlinear filters
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а)  b)  c)  d) 
Fig. 6. Results of filtering the “Castle” image: (а) the initial image; (b) the image distorted with Gaussian noise 

with the estimated variance s2 = 500; (c) the resulted low-frequency linear filtering with mask 33;
(d) the resulted adaptive nonlinear filtration of the form (9) with mask  N = 5 in size

The analyzed principle of adaptive filtering can be 
used not only for noise reduction with a continuous 
probability distribution function but also for various 
kinds of impulse noise occurring, for example, as a re-
sult of decoding errors in the image transfer process 
over communication channels. They appear in the 
form of brightness emissions of individual pixels of 
the image. The distorted image is well described by the 
above model [5].

, with probability ;
( )

s( ) , with probability 1 ,

ð
x

ð
 


n

n
 (10)

where – is the value of brightness (noise) emis-
sions.
In order to suppress this type of interferences, medi-
an filtering is generally used [5, 7]. It is based on or-
dering of image elements in ascending order and ex-

tracting of a mean from the obtained range. Median 
filtering is a more effective mean in impulse distor-
tion suppression than normal averaging since it al-
lows maintain the clarity of image details. The window 
size of the median filter should be selected twice as 
much as the impulse width that will provide single-im-
pulses suppression. In the case of impulse merging the 
median filter does not guarantee their elimination. 
The filter mask size should be increased to eliminate 
these interferences. However, this shall inevitably 
lead to blurring of boundaries of image details.
Median filtering involves processing of the entire im-
age replacing a current image element with the median 
value regardless of whether it is distorted or not. The 
result is that such filtering does not only eliminate im-
pulse noises, but also introduces distortions into true 
image elements.

The resulted linear low-pass filtering of the given im-
age with mask (2) is shown in Fig. 5в which is charac-
terized with blurring of boundaries; the result is that 
due to the halo effect the line thickness is increased 
up to 5 pixels. Fig. 5d shows the resulted adaptive pro-
cessing by means of the nonlinear filter with weight 
control of the nonlinear component (see Fig. 1) with 
mask and the parameters:   , a  , b  
Fig. 5e shows the image obtained as a result of pro-
cessing by the nonlinear filter of the above form (7), 
which uses, in the capacity of the difference detector, 
a noise-resistant nonlinear operator with coefficients 
and is synthesized in [8]. And, finally, Fig. 5f shows 
the result obtained by the nonlinear filter of the above 
form (9) based on separate filtering in accordance 
with directions with mask N =  in size. In order to 
form the adaptation parameter we used the foregoing 
function (6), and the coefficient  was selected in ac-
cordance with the noise level.
As can be seen from the above figures, though the 
details of nonlinear processing effects are slightly 
different from each other, all nonlinear filters can 
reduce the noise level while retaining the difference 

boundaries. The biggest noise reduction can be 
observed in Fig. 5d and e, while the line density is 
higher in Fig. 5f. Some distortions of image elements 
directly adjacent to difference boundaries are typ-
ical for Fig. 5d, e, though to a smaller extent than 
in linear processing. The distortions will increase 
with the increase of mask size. These distortions are 
practically absent in Fig. 5f that can be explained by 
separate adaptation of the filter to local properties 
of the image in different directions.
The example of filtering of noisy images is shown in 
Fig. 6. We used the “Castle” image (Fig. 6a) distort-
ed by Gaussian noise with the estimated variance 
2 =  (Fig. 6b) as the input image. Results of lin-
ear filtering with mask (3) and the adaptive nonlinear 
filtration in the above form (9) with the value N =  
are shown in Fig. 6c and d. The adaptation parameter 
was formed in accordance with the above equations 
(5), (6). It is evident from comparing the given re-
sults that the quality of the image after nonlinear 
processing is much higher and has a higher degree 
of noise reduction and clarity of image details.
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In the proposed below adaptive nonlinear filtering 
scheme shown in Fig. 7, the correction is performed only 
in case of distorted image element. If the filter mask size 
is NN, N = M +  (in the figure N = ), the output sig-
nal shall be determined by the following equation:

 1 2

1 2

1 2 , 1 2

,
1 22

0 0

( , ) 1 ( , )

( , ).
1

n n

M Mn n

i M j M
i j

y n n x n n

x n i n j
N  

 

   


   


   (11)

Fig. 7. Adaptive nonlinear filter flowchart for impulse noise 
suppression

The following estimate is used here for detection of the 
impulse noise:
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1 22
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which represents the deviation of the current element 
x(n) from the mean value of image elements located 
in its neighborhood NN in size. The filter adaptation 
parameter n  possessing discreet values 0 and 1 is 
formed as follows:

 
1, ;
0, .

a
f

a
 

      

n
n n

n
 

If the value n exceeds the given threshold a 
(n =), the element x(n) shall be classified as an 
interference and can be replaced with the mean val-
ue of its surrounding elements. Otherwise (n = ), 
the element x(n) shall be transferred unchanged to 
the filter output.
In case of severe image distortions and residual interfer-
ences, the obtained image may be processed once more 
after filtering performed with a lower threshold a. The 
phased threshold reduction from-stage-to-stage en-
ables to minimize the effect of blurring image details. 
There usually happen to be good results already after two 
or three stages of image processing.
Filtering examples of impulse noises are shown in Fig. 8. 
The image “Lena” distorted according to (10), when 
p = and = , is shown in Fig. 8а. The image pro-
cessing effect using the median filter with mask 33 in 
size is given in Fig. 8b and is characterized by residual 
noises and distortions forming a slightly stylish look in it. 

These distortions are amplified by increasing the size of 
the median filter mask. Fig. 8c shows the image obtained 
as the result of adaptive nonlinear filtering according to 
(11) with the threshold a = . If compared with median 
filtering, the noise level is significantly lower here, and 
the nature of residual distortions is smoother. In or-
der to reduce these distortions the resulting image was 
processed again by the adaptive filter with the lower 
threshold value a = . The result is that we have ob-
tained the image shown in Fig.8d, in which impulse nois-
es are practically absent, and distortions associated with 
some decrease in image clarity are lower than in the case 
of median filtering.

Conclusion 
Therefore, the proposed structures and principles 
of construction of digital nonlinear filters with ad-
aptation to local properties of the input signal are 
characterized by the simplicity and the ability to 
control the process of nonlinear filtration with a 
small number of parameters that makes it possible 
to use them in solving various problems of digital 
image processing so as to obtain predictable visual 
filtering results.

a)     b) 

c)     d) 
Fig. 8. Results of filtering the image “Lena”: (a) the im-
pulse-noise distorted image with the probability value p = 0.2; 
(b) the result of median filtering with mask 3 3 in size; (c, d) 
the  results of phased nonlinear filtering with threshold values 
a, and equal to 70 and 30, respectively
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