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#### Abstract

In this paper, we state new results of majorization type using convex functions. We also generate $n$-exponential and logarithmic convexity of stated results. With the aid of $n$-exponential convexity, we generalize many established results.
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## 1. Introduction

There is a certain intuitive appeal to the vague notion that the components of $n$-tuple $\mathbf{x}$ are less spread out, or more nearly equal, than are the components of $n-t u p l e \mathbf{y}$. The notion arises in a variety of contexts, and it can be made precise in a number of ways. But in remarkably many cases, the appropriate statement is that $\mathbf{x}$ majorizes $\mathbf{y}$ means that the sum of $m$ largest entries of $\mathbf{y}$ does not exceed the sum of $m$ largest entries of $\mathbf{x}$ for all $m \in\{1,2, \ldots, n-1\}$ with equality for $m=n$. A mathematical origin of majorization is illustrated by the work of Schur [19] on Hadamard's determinent inequality. Many mathematical characterization problems are
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known to have solutions that involve majorization. A complete and superb reference on the subject are the books [4] and [13].

The notion of majorization is defined as follows: For fixed $n \geq 2$, let

$$
\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right), \quad \mathbf{y}=\left(y_{1}, \ldots, y_{n}\right)
$$

denote the $n$-tuples and

$$
x_{[1]} \geq x_{[2]} \geq \cdots \geq x_{[n]}, \quad y_{[1]} \geq y_{[2]} \geq \cdots \geq y_{[n]}
$$

be their ordered components.
Definition 1.1. For $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{n}$,

$$
\mathbf{x} \prec \mathbf{y} \quad \text { if } \quad\left\{\begin{array}{l}
\sum_{i=1}^{k} x_{[i]} \leq \sum_{i=1}^{k} y_{[i]}, \quad k \in\{1, \ldots, n-1\} ; \\
\sum_{i=1}^{n} x_{[i]}=\sum_{i=1}^{n} y_{[i]},
\end{array}\right.
$$

when $\mathbf{x} \prec \mathbf{y}$, is said to be majorized by $\mathbf{y}$ or $\mathbf{y}$ majorizes $\mathbf{x}$.
This notion and notation of majorization was introduce by Hardy et al. in [7].
The following weighted version of majorization theorem was given by Fuchs in [6] (see also [13, p. 580] and [18, p. 323]).

Proposition 1.2. Let $\mathbf{w} \in \mathbb{R}^{n}$ and let $\mathbf{x}, \mathbf{y}$ be two decreasing real $n$-tuples such that

$$
\begin{aligned}
\quad \sum_{i=1}^{k} w_{i} x_{i} & \leq \sum_{i=1}^{k} w_{i} y_{i}, \quad k \in\{1, \ldots, n-1\} \\
\text { and } \quad \sum_{i=1}^{n} w_{i} x_{i} & =\sum_{i=1}^{n} w_{i} y_{i} .
\end{aligned}
$$

Then for every continuous convex function $f: \mathbb{R} \rightarrow \mathbb{R}$, the following inequality holds

$$
\begin{equation*}
\sum_{i=1}^{n} w_{i} f\left(x_{i}\right) \leq \sum_{i=1}^{n} w_{i} f\left(y_{i}\right) . \tag{1}
\end{equation*}
$$

By using inequality (1) under the assumption of Proposition 1.2, we define the functional $\Lambda_{1}$ by

$$
\begin{equation*}
\Lambda_{1}(\mathbf{x}, \mathbf{y}, \mathbf{w} ; f)=\sum_{i=1}^{n} w_{i} f\left(y_{i}\right)-\sum_{i=1}^{n} w_{i} f\left(x_{i}\right) \geq 0 \tag{A1}
\end{equation*}
$$

We also give some integral inequalities related to majorization.

The following theorem is simple consequence of Theorem 12.14 in [15] (see also [18, p. 328]).
Proposition 1.3. Let $x, y:[a, b] \rightarrow \mathbb{R}$ be increasing continuous functions and let $H \in B V[a, b]$.
Further, suppose that

$$
\begin{aligned}
\int_{u}^{b} x(t) d H(t) & \leq \int_{u}^{b} y(t) d H(t), \quad u \in(a, b) \\
\int_{a}^{b} x(t) d H(t) & =\int_{a}^{b} y(t) d H(t)
\end{aligned}
$$

are valid. Then for every continuous convex function following inequality holds

$$
\begin{equation*}
\int_{a}^{b} f(x(t)) d H(t) \leq \int_{a}^{b} f(y(t)) d H(t) \tag{2}
\end{equation*}
$$

Remark 1.4. Let $x, y:[a, b] \rightarrow \mathbb{R}$ be decreasing continuous functions such that

$$
\begin{aligned}
\int_{b}^{u} x(t) d H(t) & \leq \int_{b}^{u} y(t) d H(t), \quad u \in(a, b) \\
\int_{a}^{b} x(t) d H(t) & =\int_{a}^{b} y(t) d H(t),
\end{aligned}
$$

where $H \in B V[a, b]$. Then inequality (2) holds for every continuous convex function $f: \mathbb{R} \rightarrow \mathbb{R}$.
Under the assumptions of Proposition 1.3, using (2) we define the following functional

$$
\begin{equation*}
\Lambda_{2}(x, y, H, f)=\int_{a}^{b} f(y(t)) d H(t)-\int_{a}^{b} f(x(t)) d H(t) \geq 0 . \tag{A2}
\end{equation*}
$$

For our next theorem, we recall a definition with some notion from [18, p. 330] as follows. Let $F, G:[0, \infty) \rightarrow \mathbb{R}$ be two increasing continuous functions which pass through the origin and define $\bar{F}=1-F$ and $\bar{G}=1-G$.

Definition 1.5.

$$
\bar{G} \prec \bar{F} \quad \text { if } \quad\left\{\begin{array}{l}
\int_{0}^{u} \bar{G}(z) d z \leq \int_{0}^{u} \bar{F}(z) d z, \quad u \in(0, \infty) \\
\int_{0}^{\infty} \bar{G}(z) d z=\int_{0}^{\infty} \bar{F}(z) d z,
\end{array}\right.
$$

provided that integrals exist, when $\bar{G} \prec \bar{F}, \bar{G}$ is said to be majorized by $\bar{F}$ or $\bar{F}$ majorizes $\bar{G}$.
Boland and Proschan in [5] gave the following result.
Proposition 1.6. The inequality

$$
\begin{equation*}
\int_{0}^{\infty} f(t) d G(t) \geq \int_{0}^{\infty} f(t) d F(t) \tag{3}
\end{equation*}
$$

holds for every convex function $f$ if and only if $\bar{G} \prec \bar{F}$, provided that the integrals exist.

Also, under the assumption of Proposition 1.6 using (3) we define the following functional

$$
\begin{equation*}
\Lambda_{3}(F, G ; f)=\int_{0}^{\infty} f(t) d G(t)-\int_{0}^{\infty} f(t) d F(t) \geq 0 \tag{A3}
\end{equation*}
$$

Here we state some majorization type results for concave functions which are extracted from [16]. Proofs of these results can be seen in the same article. Later we will prove similar results for convex functions.

Proposition 1.7. Let $g$ be a strictly increasing function from $(a, b)$ to $(c, d)$ and let $f \circ g^{-1}$ be a concave function on $[c, d]$. Let the $n-$ tuple $\mathbf{x}$ and $\mathbf{y}$ with elements from $(a, b)$ satisfy

$$
\sum_{i=1}^{k} w_{i} g\left(x_{i}\right) \geq \sum_{i=1}^{k} w_{i} g\left(y_{i}\right), \quad k=\{1, \ldots, n\}
$$

(a) If
$\left(a_{1}\right) f$ is decreasing and
$\left(a_{2}\right)$ the $n$-tuple $\mathbf{y}$ is decreasing, then

$$
\sum_{i=1}^{k} w_{i} f\left(x_{i}\right) \leq \sum_{i=1}^{k} w_{i} f\left(y_{i}\right), \quad k=\{1, \ldots, n\}
$$

(b) If
$\left(b_{1}\right) \sum_{i=1}^{n} w_{i} g\left(x_{i}\right)=\sum_{i=1}^{n} w_{i} g\left(y_{i}\right)$ and
$\left(b_{2}\right)$ the $n$-tuple $\mathbf{y}$ is decreasing, then

$$
\sum_{i=1}^{n} w_{i} g\left(x_{i}\right) \leq \sum_{i=1}^{n} w_{i} g\left(y_{i}\right)
$$

(c) If
$\left(c_{1}\right) f$ is increasing and
$\left(c_{2}\right)$ the $n$-tuple $\mathbf{x}$ is increasing, then

$$
\sum_{i=1}^{k} w_{i} f\left(x_{i}\right) \geq \sum_{i=1}^{k} w_{i} f\left(y_{i}\right), \quad k=\{1, \ldots, n\}
$$

(d) If
(d $\left.d_{1}\right) \sum_{i=1}^{n} w_{i} g\left(x_{i}\right) \geq \sum_{i=1}^{n} w_{i} g\left(y_{i}\right)$ and
$\left(d_{2}\right)$ the $n$-tuple $\mathbf{x}$ is increasing, then

$$
\sum_{i=1}^{n} w_{i} f\left(x_{i}\right) \geq \sum_{i=1}^{n} w_{i} f\left(y_{i}\right)
$$

Proposition 1.8. Let $x$ and $y$ be integrable function on $[a, b]$ and let $w$ be positive integrable function. Suppose that $f$ is a strictly increasing function and $g \circ f^{-1}$ is concave. Suppose that $x$ is decreasing and that

$$
\int_{u}^{b} f(x(t)) w(t) d t \geq \int_{u}^{b} f(y(t)) w(t) d t, \quad \forall u \in[a, b]
$$

(a) If

$$
\int_{a}^{b} f(x(t)) w(t) d t=\int_{a}^{b} f(y(t)) w(t) d t
$$

then

$$
\int_{a}^{b} g(x(t)) w(t) d t \geq \int_{a}^{b} g(y(t)) w(t) d t
$$

If $y$ is increasing, the reverse inequality holds.
(b) If $g \circ f^{-1}$ is increasing, then

$$
\int_{u}^{b} g(x(t)) w(t) d t \geq \int_{u}^{b} g(y(t)) w(t) d t, \quad a \leq u \leq b
$$

The present article is divided into four main sections. After introduction, the second section states new majorization type results for convex functions. These results are similar to the results stated in article [16] for concave functions and proved by using similar techniques stated in the same article. In the first and second section some positive linear functionals are constructed with the help of stated inequalities. For the sake of completeness, the Lagrange type and the Cauchy type mean value theorems for one functional are give in the third section. The last section generates the $n$-exponential and logarithmic convexity for majorization type results by using the class of continuous functions in linear functionals previously constructed. In the same section positive semi-definite matrices and Stolarsky type means are also constructed.

On one hand our article states new majorization type results for convex functions and on the other hand our main result related to $n$-exponential convexity generalizes most of the results stated in [9] and in turn it gives generalization of many results of the articles [2] and [10]. Proving techniques of our last main result are some how different form techniques used in [9].

## 2. New majorization type results for convex functions

Now we state and prove the results for convex functions similar to results stated in previous section.

Theorem 2.1. Let $g$ be a strictly increasing function from $(a, b)$ to $(c, d)$ and let $f \circ g^{-1}$ be a convex function on $[c, d]$. Let $\mathbf{x}$ and $\mathbf{y}$ be two $n-$ tuples with elements from $(a, b)$ satisfy

$$
\begin{equation*}
\sum_{i=1}^{k} w_{i} g\left(x_{i}\right) \geq \sum_{i=1}^{k} w_{i} g\left(y_{i}\right), \quad k=\{1, \ldots, n\} . \tag{4}
\end{equation*}
$$

(a) If
$\left(a_{1}\right) f$ is decreasing and
$\left(a_{2}\right)$ the $n-t u p l e \mathbf{y}$ is decreasing, then

$$
\begin{equation*}
\sum_{i=1}^{k} w_{i} f\left(x_{i}\right) \leq \sum_{i=1}^{k} w_{i} f\left(y_{i}\right), \quad k=\{1, \ldots, n\} . \tag{5}
\end{equation*}
$$

(b) If
$\left(b_{1}\right) \sum_{i=1}^{n} w_{i} g\left(x_{i}\right)=\sum_{i=1}^{n} w_{i} g\left(y_{i}\right)$ and
$\left(b_{2}\right)$ the $n$-tuple $\mathbf{y}$ is decreasing, then

$$
\sum_{i=1}^{n} w_{i} f\left(x_{i}\right) \geq \sum_{i=1}^{n} w_{i} f\left(y_{i}\right)
$$

(c) If
$\left(c_{1}\right) f$ is increasing and
$\left(c_{2}\right)$ the $n$-tuple $\mathbf{x}$ is increasing, then

$$
\sum_{i=1}^{k} w_{i} f\left(x_{i}\right) \leq \sum_{i=1}^{k} w_{i} f\left(y_{i}\right), \quad k=\{1, \ldots, n\}
$$

(d) If
$\left(d_{1}\right) \sum_{i=1}^{n} w_{i} g\left(x_{i}\right) \geq \sum_{i=1}^{n} w_{i} g\left(y_{i}\right)$ and
$\left(d_{2}\right)$ the $n$-tuple $\mathbf{x}$ is increasing, then

$$
\sum_{i=1}^{n} w_{i} f\left(x_{i}\right) \leq \sum_{i=1}^{n} w_{i} f\left(y_{i}\right)
$$

## Proof.

(a) Without loss of generality, it is easy to see that it is enough to prove the special case $g(x)=x$ by substitution

$$
\begin{equation*}
g\left(x_{i}\right)=a_{i}, \quad g\left(y_{i}\right)=b_{i}, \quad f\left(x_{i}\right)=f \circ g^{-1}\left(a_{i}\right)=\bar{f}\left(a_{i}\right) . \tag{6}
\end{equation*}
$$

Because of the convexity of $f(x)$

$$
\bar{f}(u)-\bar{f}(v) \geq \overline{f_{+}^{\prime}}(v)(u-v)
$$

hence

$$
\begin{aligned}
\sum_{i=1}^{k} w_{i}\left(\bar{f}\left(a_{i}\right)-\bar{f}\left(b_{i}\right)\right) & \geq \sum_{i=1}^{k} w_{i}\left(a_{i}-b_{i}\right) \bar{f}_{+}^{\prime}\left(b_{i}\right) \\
& =\bar{f}_{+}^{\prime}\left(b_{k}\right) \sum_{i=1}^{k} w_{i}\left(a_{i}-b_{i}\right) \\
& +\sum_{i=1}^{k-1}\left(\sum_{m=1}^{i} w_{m}\left(a_{m}-b_{m}\right)\left(\bar{f}_{+}^{\prime}\left(b_{i}\right)-\bar{f}_{+}^{\prime}\left(b_{i+1}\right)\right)\right) \\
& \geq 0
\end{aligned}
$$

The last inequality follows from $\left(a_{1}\right),\left(a_{2}\right),(4),(6)$ and the convexity of $f$, hence case $(a)$ is proven.
(b) It easily follows from (a) by using identity

$$
\sum_{i=1}^{n} w_{i}\left(\bar{f}\left(a_{i}\right)-\bar{f}\left(b_{i}\right)\right) \geq \sum_{i=1}^{n} w_{i}\left(a_{i}-b_{i}\right) \overline{f_{+}^{\prime}}\left(b_{i}\right)
$$

instead of

$$
\sum_{i=1}^{k} w_{i}\left(\bar{f}\left(a_{i}\right)-\bar{f}\left(b_{i}\right)\right) \geq \sum_{i=1}^{k} w_{i}\left(a_{i}-b_{i}\right) \overline{f_{+}^{\prime}}\left(b_{i}\right)
$$

and using $\left(b_{1}\right)$ and $\left(b_{2}\right)$ instead of $\left(a_{1}\right)$ and $\left(a_{2}\right)$.
(c) It is direct consequence of $(b)$.
(d) Its proof is similar to $(c)$ so we omit the details.

By using inequality (5) under the assumption of Theorem 2.1, we define the functional $\lambda_{1}$ by

$$
\lambda_{1}(\mathbf{x}, \mathbf{y}, \mathbf{w} ; f)=\sum_{i=1}^{n} w_{i} f\left(y_{i}\right)-\sum_{i=1}^{n} w_{i} f\left(x_{i}\right)
$$

Now, we define the functional $\Lambda_{4}$ in terms of $\lambda_{1}$ by

$$
\Lambda_{4}=\left\{\begin{array}{l}
\lambda_{1}, \text { if inequality }(5) \text { holds }  \tag{A4}\\
-\lambda_{1}, \text { if reverse inequality in }(5) \text { holds }
\end{array}\right.
$$

Note that, whenever it is defined, $\Lambda_{4}$ is nonnegative.
Now we state some integral inequalities of majorization type for convex functions.
Theorem 2.2. Let $x$ and $y$ be two integrable functions on $[a, b]$ and let $w$ be a positive integrable function. Suppose that $f$ is a strictly increasing function and $g \circ f^{-1}$ is convex. Suppose that $x$ is decreasing and that

$$
\int_{s}^{b} f(x(t)) w(t) d t \geq \int_{s}^{b} f(y(t)) w(t) d t, \quad \forall s \in[a, b]
$$

and

$$
\int_{a}^{b} f(x(t)) w(t) d t=\int_{a}^{b} f(y(t)) w(t) d t
$$

(a) If $y$ is a decreasing function, then

$$
\begin{equation*}
\int_{a}^{b} g(x(t)) w(t) d t \leq \int_{a}^{b} g(y(t)) w(t) d t \tag{7}
\end{equation*}
$$

if $y$ is increasing, then reverse inequality holds.
(b) If $g \circ f^{-1}$ is increasing, then

$$
\int_{s}^{b} g(x(t)) w(t) d t \leq \int_{s}^{b} g(y(t)) w(t) d t, \quad a \leq s \leq b
$$

## Proof.

(a) Due to the convexity of the function $f$ we can write

$$
f(u)-f(v) \geq f^{\prime}(v)(u-v)
$$

If we set

$$
F(u)=\int_{s}^{b}[x(t)-y(t)] w(t) d t
$$

for $a \leq s \leq b$, then

$$
\begin{aligned}
\int_{a}^{b}[f[y(t)]-f[x(t)]] w(t) d t & \geq \int_{a}^{b}\left[f^{\prime}[x(t)][y(t)-x(t)] w(t) d t\right. \\
& =\int_{a}^{b}\left[f^{\prime}[x(t)] d F(t)\right. \\
& =\left[f^{\prime}[x(t)] F(t)\right]_{a}^{b}-\int_{a}^{b} F(t) d\left(f^{\prime}(x(t))\right) \\
& =-\int_{a}^{b} F(t) f^{\prime \prime}(x(t)) x^{\prime}(t) d t \\
& \geq 0
\end{aligned}
$$

(b) This part can be proved in similar way as (a) so we omit the details.

Again, under the assumption of Theorem 2.2 using (7) we define the functional $\lambda_{2}$ by

$$
\lambda_{2}(x, y, w ; g)=\int_{a}^{b} g(y(t)) w(t) d t-\int_{a}^{b} g(x(t)) w(t) d t \geq 0
$$

Now, we define the following functional $\Lambda_{5}$ in terms of $\lambda_{2}$ by

$$
\Lambda_{5}=\left\{\begin{array}{l}
\lambda_{2}, \text { if inequality }(7) \text { holds }  \tag{A5}\\
-\lambda_{2}, \text { if reverse inequality }(7) \text { holds }
\end{array}\right.
$$

Note that, whenever it is defined, $\Lambda_{5}$ is nonnegative.

## 3. Mean value theorems

Here we state Lagrange type and Cauchy type mean value theorems only for the functional $\Lambda_{3}$. For other functionals similar results can be found in articles [11] and [10]. Since proving technique is similar to mentioned results so we omit the details.

Theorem 3.1. Let $\Lambda_{3}$ be a linear functional as defined in (A3) under the assumptions of Proposition 1.6 and let $f \in C^{2}(K)$, where $K$ is a compact interval in $[0, \infty)$. Then there exist $\xi \in K$ such that

$$
\Lambda_{3}(F, G ; f)=f^{\prime \prime}(\xi)\left(F, G ; f_{0}\right)
$$

where $f_{0}(x)=\frac{x^{2}}{2}$.
Theorem 3.2. Let $\Lambda_{3}$ be a linear functional functional as defined in under the assumptions of Proposition 1.6 and let $f, g \in C^{(2)}(K)$, where $K$ is a compact interval in $[0, \infty)$. Then there exist
$\xi \in K$ such that

$$
\frac{\Lambda_{3}(F, G ; f)}{\Lambda_{3}(F, G ; f)}=\frac{f^{\prime \prime}(\xi)}{g^{\prime \prime}(\xi)}
$$

provided that the denominator of the left-had side is nonzero.
Remark 3.3. If the inverse of $\frac{f^{\prime \prime}}{g^{\prime \prime}}$ exists, then from the above mean value theorem we get the following generalized mean

$$
\xi=\left(\frac{f^{\prime \prime}}{g^{\prime \prime}}\right)^{-1}\left(\frac{\Lambda_{3}(F, G ; f)}{\Lambda_{3}(F, G ; g)}\right)
$$

Remark 3.4. For the functionals $\Lambda_{k}, k \in\{1,2,4,5\}$ (as defined in (A1), (A2), (A4) and (A5)) the results similar to Theorems 3.1 and 3.2 can be found in [10] and [11]. In the similar way, we can use Remark 3.3 for these functionals as well.

## 4. $n$-exponential convexity for majorization type results

## 4.1. $n$-exponentially convex functions

Bernstein [3] and Widder [20] independent introduced an important sub-class of convex functions, which is called class of exponentially convex functions on a given open interval and studied properties of this newly defined class. Exponentially convex functions have many nice properties, e.g., these functions are analytic on their domain. These functions also provide us positive-semidefinite matrices. Moreover, they play an important role in studying the properties of Stolarsky and Cauchy means, such as monotonicity of these means etc. For further study of the class of exponentially convex functions we refer to [1], [8] and [14].

Pečarić and Perić in [17] introduced the notion of $n$-exponentially convex functions which is in fact generalization of the concept of exponentially convex functions.

In the present subsection, we discuss the same notion of $n$-Exponential convexity by describing related definitions and some important results with some remarks from [17].

Throughout this section I stands for an open interval in $\mathbb{R},\left[x_{0}, x_{1}, x_{2} ; f\right]$ represents second order divided difference of function $f$ at distinct points $x_{0}, x_{1}$ and $x_{2}$, Domf represents domain of function $f$ and a function $f$ is $\log$-convex if $\log (f)$ is convex.

Definition 4.1. A function $f: I \rightarrow \mathbb{R}$ is $n$-exponentially convex in the $J$-sense if the inequality

$$
\sum_{i, j=1}^{n} u_{i} u_{j} f\left(\frac{t_{i}+t_{j}}{2}\right) \geq 0
$$

holds for each $t_{i} \in I$ and $u_{i} \in \mathbb{R}, i \in\{1, \ldots, n\}$.
Definition 4.2. A function $f: I \rightarrow \mathbb{R}$ is $n$-exponentially convex if it is $n$-exponentially convex in the $J$-sense and continuous on $I$.

Remark 4.3. We can see from the definition that 1 -exponentially convex functions in the $J$-sense are in fact nonnegative functions. Also, $n$-exponentially convex functions in $J$-sense are $k$-exponentially convex in the $J$-sense for every $k \in \mathbb{N}$ such that $k \leq n$.

Definition 4.4. A function $f: I \rightarrow \mathbb{R}$ is exponentially convex in the $J$-sense, if it is $n$ - exponentially convex in the $J$-sense for each $n \in \mathbb{N}$.

Remark 4.5. A function $f: I \rightarrow \mathbb{R}$ is exponentially convex in the $J$-sense, if it is $n$ - exponentially convex in the $J$-sense and continuous on $I$.

Proposition 4.6. If function $f: I \rightarrow \mathbb{R}$ is $n$-exponentially convex in the $J$-sense, then the matrix

$$
\left[f\left(\frac{t_{i}+t_{j}}{2}\right)\right]_{i, j=1}^{m}
$$

is positive-semidefinite. Particularly

$$
\operatorname{det}\left[f\left(\frac{t_{i}+t_{j}}{2}\right)\right]_{i, j=1}^{m} \geq 0
$$

for each $m \in \mathbb{N}$ and $t_{i} \in I$ for $i \in\{1, \ldots, m\}$.
Corollary 4.7. If function $f: I \rightarrow \mathbb{R}$ is exponentially convex, then the matrix

$$
\left[f\left(\frac{t_{i}+t_{j}}{2}\right)\right]_{i, j=1}^{m}
$$

is positive-semidefinite. Particularly

$$
\operatorname{det}\left[f\left(\frac{t_{i}+t_{j}}{2}\right)\right]_{i, j=1}^{m} \geq 0
$$

for each $m \in \mathbb{R}$ and $t_{i} \in I$ for $i \in\{1, \ldots, m\}$.
Corollary 4.8. If function $f: I \rightarrow(0, \infty)$ is exponentially convex, then $f$ is log-convex.

Remark 4.9. A function $f: I \rightarrow(0, \infty)$ is $\log$-convex in $J$-sense if and only if the inequality

$$
u_{1}^{2} f\left(t_{1}\right)+2 u_{1} u_{2} f\left(\frac{t_{1}+t_{2}}{2}\right)+u_{2}^{2} f\left(t_{2}\right) \geq 0
$$

holds for each $t_{1}, t_{2} \in I$ and $u_{1}, u_{2} \in \mathbb{R}$. It follows that a positive function is $\log$-convex in the $J$-sense if and only if it is 2 -exponentially convex in the $J$-sense. Also, using basic convexity theory it follows that a positive function is $\log$-convex if and only if it is 2-exponentially convex.

Now we are ready to state main result of this section. Throughout this section $I$ stands for open interval in $\mathbb{R}$. We will need the following result (see [18, p. 2]).

Proposition 4.10. A function $f: I \rightarrow \mathbb{R}$ is convex if the inequality

$$
\left(x_{3}-x_{2}\right) f\left(x_{1}\right)+\left(x_{1}-x_{3}\right) f\left(x_{2}\right)+\left(x_{2}-x_{1}\right) f\left(x_{3}\right) \geq 0
$$

holds for each $x_{1}, x_{2}, x_{3} \in I$ such $x_{1}<x_{2}<x_{3}$.
Lemma 4.11. If $f: I \rightarrow \mathbb{R}$ is a convex function and $x_{1}, x_{2}, y_{1}, y_{2} \in I$ are such that $x_{1} \leq y_{1}, x_{2} \leq y_{2}$, then the following inequality is valid

$$
\begin{equation*}
\frac{f\left(x_{2}\right)-f\left(x_{1}\right)}{x_{2}-x_{1}} \leq \frac{f\left(y_{2}\right)-f\left(y_{1}\right)}{y_{2}-y_{1}} . \tag{8}
\end{equation*}
$$

If the function $f$ is concave, then the revers inequality in (8) holds.
Theorem 4.12. Let $D_{1}=\left\{f_{t}: t \in I\right\}$ be a class of continuous functions such that the function $t \rightarrow\left[z_{0}, z_{1}, z_{2} ; f_{t}\right]$ is $n$-exponentially convex in the $J$-sense on I for any three mutually distinct points $z_{0}, z_{1}, z_{2} \in \operatorname{Dom}\left(f_{t}\right)$. Let $\Lambda_{k}$ be the linear functionals for $k \in\{1,2,3\}$. The following statements are valid:
(a) The function $t \rightarrow \Lambda_{k}\left(f_{t}\right)$ is $n$-exponentially convex function in the $J$-sense on $I$.
(b) If the function $t \rightarrow \Lambda_{k}\left(f_{t}\right)$ is continuous on $I$, then the function $t \rightarrow \Lambda_{k}\left(f_{t}\right)$ is exponentially convex on I.

## Proof.

(a) Fix $k \in\{1,2,3\}$. Let us define the functional $\omega$ for $t_{i} \in I, \mu_{i} \in \mathbb{R}, i \in\{1,2, \ldots, n\}$ as follows

$$
\omega=\sum_{i=1,2}^{n} \mu_{i} \mu_{j} f_{\frac{t_{i}+t_{j}}{2}} .
$$

Since the function $t \rightarrow\left[z_{0}, z_{1}, z_{2} ; f_{t}\right]$ is $n$-exponentially convex in the $J$-sense so

$$
\left[z_{0}, z_{1}, z_{2} ; \omega\right]=\sum_{i, j=1}^{n} \mu_{i} \mu_{j}\left[z_{0}, z_{1}, z_{2} ; f_{\frac{t_{i}+t_{j}}{2}}\right] \geq 0
$$

which implies that $\omega$ is convex function on $\operatorname{Dom}\left(f_{t}\right)$ and therefore $\Lambda_{k}(\omega) \geq 0$. Hence

$$
\sum_{i, j=1}^{n} \mu_{i} \mu_{j} \Lambda_{k}\left(f_{\frac{t_{i}+t_{j}}{2}}\right) \geq 0
$$

We conclude that the function $t \rightarrow \Lambda_{k}\left(f_{k}\right)$ is an $n$-exponentially convex functions on $I$ in $J$-sense .
(b) This part is easily follows from definition of $n$-exponentially convex function.

Corollary 4.13. Let $D_{2}=\left\{f_{t}: t \in I\right\}$ be a class of continuous functions such that the function $t \rightarrow\left[z_{0}, z_{1}, z_{2} ; f_{t}\right]$ is an exponentially convex in the $J-$ sense on I for any there mutually distinct points $z_{0}, z_{1}, z_{2} \in \operatorname{Dom}\left(f_{t}\right)$. Let $\Lambda_{k}$ be the linear functionals for $k \in\{1,2,3\}$. Then the following statements are valid:
(a) The function $t \rightarrow \Lambda_{k}\left(f_{t}\right)$ is exponentially convex in the $J$-sense on $I$.
(b) The function $t \rightarrow \Lambda_{k}\left(f_{t}\right)$ is continuous on $I$, then the function $t \rightarrow \Lambda_{k}\left(f_{t}\right)$ is exponentially convex on I.
(c) The matrix $\left[\Lambda_{k}\left(f^{t_{i}+t_{j}} 2\right)\right]_{i, j=1}^{m}$ is positive semi definite particularly,

$$
\operatorname{det}\left[\Lambda_{k}\left(f_{\frac{t_{i}+t_{j}}{2}}\right)\right]_{i, j=1}^{m} \geq 0
$$

for each $m \in \mathbb{N}$ and $t_{i} \in I$ where $i \in\{1,2, \ldots, m\}$

Proof. Proof follows from Theorem 4.12 by using definition of exponential convexity and Corollary 4.7.

Corollary 4.14. Let $D_{3}=\left\{f_{t}: t \in I\right\}$ be a class of continuous functions such that the function $t \rightarrow\left[z_{0}, z_{1}, z_{2} ; f_{t}\right]$ is 2-exponentially convex in the $J$-sense on I for any three mutually distinct points $z_{0}, z_{1}, z_{2} \in \operatorname{Dom}\left(f_{t}\right)$. Let $\Lambda_{k}$ be the linear functional for $k \in\{1,2,3\}$. Then the following statements are valid:
(a) If the following function $t \rightarrow \Lambda_{k}\left(f_{t}\right)$ is continuous on $I$, then it is 2-exponentially convex on I. If the function $t \rightarrow \Lambda_{k}\left(f_{t}\right)$ is additionally positive, then it is also $\log -$ convex on $I$.

Moreover, the following Lyapunov's inequality holds for $r<s<t ; r, s, t \in I$.

$$
\left[\Lambda_{k}\left(f_{s}\right)\right]^{t-r} \leq\left[\Lambda_{k}\left(f_{r}\right)\right]^{t-s}+\left[\Lambda_{k}\left(f_{t}\right)\right]^{s-r}
$$

(b) If the function $t \rightarrow \Lambda_{k}\left(f_{t}\right)$ is positive and differentiable on $I$, then for every $s, t, u, v \in I$ such that $s \leq u$ and $t \leq v$, we have

$$
\mu_{s, t}\left(\Lambda_{k}, D_{3}\right) \leq \mu_{u, v}\left(\Lambda_{k}, D_{3}\right)
$$

where

$$
\mu_{s, t}\left(\Lambda_{k}, D_{3}\right)=\left\{\begin{array}{ll}
\left(\frac{\Lambda\left(\varphi^{(s)}\right)}{\Lambda\left(\varphi^{(t)}\right)}\right)^{\frac{1}{s-t}} & , s \neq t  \tag{9}\\
\exp \left(\frac{d}{\frac{d}{d s} \Lambda\left(\varphi^{(s)}\right)}\right. \\
\Lambda\left(\varphi^{(s)}\right)
\end{array}\right), s=t
$$

Proof.
(a) As the function $t \rightarrow \Lambda_{k}\left(f_{t}\right)$ is $\log$-convex, i.e., $\ln \Lambda_{k}\left(f_{t}\right)$ is convex, so by using Proposition 4.10, we have

$$
\left[\Lambda_{k}\left(f_{s}\right)\right]^{t-r} \leq\left[\Lambda_{k}\left(f_{r}\right)\right]^{t-s}+\left[\Lambda_{k}\left(f_{t}\right)\right]^{s-r}
$$

(b) Since by (a) the function $t \rightarrow \Lambda_{k}\left(f_{t}\right)$ is $\log -$ convex on $I$, that is, the function $t \rightarrow \Lambda_{k}\left(f_{t}\right)$ is convex on I, applying Lemma 4.11 for $s \leq u$ and $t \leq v$, we get

$$
\frac{\ln \Lambda_{k}\left(f_{s}\right)-\ln \Lambda_{k}\left(f_{t}\right)}{s-t} \leq \frac{\ln \Lambda_{k}\left(f_{u}\right)-\ln \Lambda_{k}\left(f_{v}\right)}{u-v}
$$

and therefore we conclude that

$$
\mu_{S, t}\left(\Lambda_{k}, D_{3}\right) \leq \mu_{u, v}\left(\Lambda_{k}, D_{3}\right)
$$

Remark 4.15. We note that the result from Theorem 4.12, Corollary 4.13 and Corollary 4.14 still hold when any two (three) points $z_{0}, z_{1}, z_{2} \in[a, b]$ coincide for a family of differentiable (twice differentiable) functions $f_{t}$ such that the function $t \rightarrow\left[z_{0}, z_{1}, z_{2} ; f_{t}\right]$ is $n$-exponentially convex, exponentially convex and 2-exponentially convex in the $J$-sense, respectively.

Remark 4.16. The Corollary 4.13 and Corollary 4.14 gives us Theorem 2.5 and Theorem 2.2 of article [9]. Hence we may easily deduce many important results stated in articles [9, 2, 10] as consequences of our main result.

Theorem 4.17. Let $D_{4}=\left\{f_{t}: t \in I\right\}$ be a class of continuous functions such that the function $t \rightarrow$ $\left[z_{0}, z_{1}, z_{2} ; f_{t} \circ g^{-1}\right]$ is $n$-exponentially convex in the $J$-sense on I for any three mutually distinct points $z_{0}, z_{1}, z_{2} \in[0, \infty)$ where the function $f$ is increasing. Let $\Lambda_{k}$ be the linear functional for $k \in\{4,5\}$. The following statements are valid:
(a) The function $t \rightarrow \Lambda_{k}\left(f_{t}\right)$ is $n$-exponentially convex function in the $J$-sense on $I$.
(b) If the function $t \rightarrow \Lambda_{k}\left(f_{t}\right)$ is continuous on $I$, then the function $t \rightarrow \Lambda_{k}\left(f_{t}\right)$ is exponentially convex on I.

## Proof.

(a) Fix $k \in\{4,5\}$. Let us define the functional $\omega$ for $t_{i} \in I, \mu_{i} \in \mathbb{R}, i \in\{1,2, \ldots, n\}$ as follows

$$
\omega=\sum_{i=1,2}^{n} \mu_{i} \mu_{j} f_{\frac{t_{i}+t_{j}}{2}}
$$

which implies that

$$
\omega \circ g^{-1}=\sum_{i=1,2}^{n} \mu_{i} \mu_{j} f_{\frac{t_{i}+t_{j}}{2}} \circ g^{-1}
$$

Since the function $t \rightarrow\left[z_{0}, z_{1}, z_{2} ; f_{t} \circ g^{-1}\right]$ is $n-$ exponentially convex in the $J-$ sense so

$$
\left[z_{0}, z_{1}, z_{2} ; \omega \circ g^{-1}\right]=\sum_{i, j=1}^{n} \mu_{i} \mu_{j}\left[z_{0}, z_{1}, z_{2} ; f_{\frac{t_{i}+t_{j}}{2}} \circ g^{-1}\right] \geq 0
$$

Which implies that $\omega \circ g^{-1}$ is convex function on $[0, \infty)$ and therefore $\Lambda_{k}\left(\omega \circ g^{-1}\right) \geq 0$. Hence

$$
\sum_{i, j=1}^{n} \mu_{i} \mu_{j} \Lambda_{k}\left(f_{\frac{t_{i}+t_{j}}{2}} \circ g^{-1}\right) \geq 0
$$

We conclude that the function $t \rightarrow \Lambda_{k}\left(f_{k}\right)$ is an $n$-exponentially convex functions on $I$ in $J$-sense .
(b) This part is easily follows from definition of $n$-exponentially convex function.

Corollary 4.18. Let $D_{5}=\left\{f_{t}: t \in I\right\}$ be a class of continuous functions such that the function $t \rightarrow\left[z_{0}, z_{1}, z_{2} ; f_{t} \circ g^{-1}\right]$ is an exponentially convex in the $J$-sense on I for any there mutually distinct points $z_{0}, z_{1}, z_{2} \in[0, \infty)$ where the functional $g$ is increasing. Let $\Lambda_{k}$ be the linear functionals for $k \in\{4,5\}$. Then the following statements are valid:
(a) The function $t \rightarrow \Lambda_{k}\left(f_{t}\right)$ is exponentially convex in the $J$-sense on $I$.
(b) The function $t \rightarrow \Lambda_{k}\left(f_{t}\right)$ is continuous on $I$, then the function $t \rightarrow \Lambda_{k}\left(f_{t}\right)$ is exponentially convex on I.
(c) The matrix $\left[\Lambda_{k}\left(f_{\frac{t_{i}+t_{j}}{2}}\right)\right]_{i, j=1}^{m}$ is positive semi definite particularly,

$$
\operatorname{det}\left[\Lambda_{k}\left(f_{\frac{t_{i}+t_{j}}{2}}\right)\right]_{i, j=1}^{m} \geq 0
$$

for each $m \in \mathbb{N}$ and $t_{i} \in I$ where $i \in\{1,2, \ldots, m\}$.
Proof. Proof follows directly from Theorem 4.17.
Corollary 4.19. Let $D_{6}=\left\{f_{t}: t \in I\right\}$ be a class of continuous functions such that the function $t \rightarrow\left[z_{0}, z_{1}, z_{2} ; f_{t} \circ g^{-1}\right]$ is 2-exponentially convex in the $J$-sense on I for any three mutually distinct points $z_{0}, z_{1}, z_{2} \in[0, \infty)$ were the functional $g$ is increasing. Let $\Lambda_{k}$ be the linear functional for $k \in\{4,5\}$. Then the following statements are valid:
(a) If the following function $t \rightarrow \Lambda_{k}\left(f_{t}\right)$ is continuous on $I$, then it is 2-exponentially convex on I. If the function $t \rightarrow \Lambda_{k}\left(f_{t}\right)$ is additionally positive, then it is also $\log -$ convex on $I$. Moreover, the following Lyapunov's inequality holds for $r<s<t ; r, s, t \in I$.

$$
\left(\Lambda_{k}\left(f_{s}\right)\right)^{t-r} \leq\left(\Lambda_{k}\left(f_{r}\right)\right)^{t-r}\left(\Lambda_{k}\left(f_{t}\right)\right)^{s-r}
$$

(b) If the function $t \rightarrow \Lambda_{k}\left(f_{t}\right)$ is positive and differentiable on $I$, then for every $s, t, u, v \in I$ such that $s \leq u$ and $t \leq v$, we have

$$
\mu_{s, t}\left(\Lambda_{k}, D_{6}\right) \leq \mu_{u, v}\left(\Lambda_{k}, D_{6}\right)
$$

where $\mu_{s, t}$ is defined in (9).

## Conflict of Interests

The authors declare that there is no conflict of interests.

## References

[1] N. I. Akhiezer, The classical moment problem and some related questions in analysis, translated from Russian by N. Kemmer, Hafner Publishing Co., New York, 1965.
[2] M. Anwar, J.E. Pečarić, Cauchy means of Mercer's type, Util. Math. 84 (2011), 201-208.
[3] S. N. Bernstein, Sur les fonctions absolument monotones, Acta Math. 52 (1929), 1-66.
[4] R. Bhatia, Matrix Analysis, Springer-Verlag, New York, 1997
[5] P. J. Boland, F. Proschan, An integral inequality with applications to order statistics. Reliability and quality control, (Columbia, Mo. 1984) North Holland, Amsterdam, (1986), 107-116.
[6] L. Fuchs, A new proof of an inequality of Hardy-Littlewood-Pólya, Mat. Tidsskr. B. 1947 (1947), 53-54.
[7] G. H. Hardy, J. E. Littlewood, G. Pólya, Inequalities, Cambridge University Press, Cambridge, 1978.
[8] J. Jakšetić, J. E. Pečarić, Exponential convexity method, J. Convex Anal. 20 (2013), 181-197.
[9] A. R. Khan, N. Latif, J. E. Pečarić, Exponential convexity for majorization, J. Inequal. Appl. 2012 (2012), Article ID 105.
[10] N. Latif, J. E. Pečarić, Positive semi-definite matrices, exponential convexity for multiplicative majorization and related means of Cauchy's type, Rev. Anal. Numér. Théor. Approx. 36 (2010), 50-68.
[11] N. Latif, J. E. Pečarić, I. Perić, On discrete Favard's and Berwald's inequalities, Commun. Math. Anal. 12 (2012), 34-57.
[12] L. Maligranda, J. E. Pečarić, L. E. Persson, Weighted Favard and Berwald inequalities, J. Math. Anal. Appl. 190 (1995), 248-262.
[13] A. W. Marshall, I. Olkin and B. C. Arnold, Inequalities: theory of majorization and its applications, 2nd Ed., Springer, New York, 2011.
[14] D. S. Mitrinović, J. E. Pečarić, A. M. Fink, Classical and new inequalities in analysis, Kluwer Academic Publishers Group, Dordrecht, 1993.
[15] J. Pečarić, On some inequalities for functions with nondecreasing increments, J. Math. Anal. Appl. 98 (1984), 188-197.
[16] J. E. Pečarić and S. Abramovich, On new majorization theorems, Rocky Mountains J. Math. 27 (1997), 903-911.
[17] J. Pečarić and J. Perić, Improvements of the Giaccardi and the Petrović inequality and related Stolarsky type means, An. Univ. Craiova Ser. Mat. Inform. 39 (2012), 65-75.
[18] J. E. Pečarić, F. Proschan and Y. L. Tong, Convex functions, partial orderings and statistical applications, Academic Press, New York, 1992.
[19] I. Schur, Über eine Klasse von Mittelbildungen mit Anwendungen die Determinanten-Theorie Sitzungsber Berlin Math. Gesellschaft, 22 (1923), 9-20.
[20] D. V. Widder, Necessary and sufficient conditions for the representation of a function by a doubly infinite Laplace integral, Bull. Amer. Math. Soc. 40 (1934), 321-326.


[^0]:    *Corresponding author

