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## ABSTRACT

In this paper, we compute the complection of the unimodular $\operatorname{row}\left(\alpha_{0}, \alpha_{1}, \alpha_{2}^{2}, \omega_{2}^{3}\right)$ if $\left(\alpha_{0}, \alpha_{1}, \alpha_{2}, \alpha_{1}\right)$ is unimodular.
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## 1. INTRODUCTION

Let R be a commutative ring with 1 . For any unimodular row $v=\left(a_{0}, \ldots, a_{r}\right) \in R^{r+1}$ of length $\$ r+1 \$$,
one has the following surjective map.

$$
\begin{aligned}
& R^{r+1} \xrightarrow{\otimes} R \\
& e_{i} \mapsto a_{i-1}
\end{aligned}
$$

Let $P_{V}$ denote its kernel. Then one has a split exactsequence:

$$
0 \rightarrow P_{\mathbb{W}} \rightarrow R^{r+1} \xrightarrow{v} R \rightarrow 0
$$

Thus $P_{w}$ is a projective module of rank $r$, which is 1-stablyfree, i.e. $P_{w} \oplus R \propto R^{r+1} \cdot P_{W}$ is free if and only if $v$ can be completed to an invertible matrix, i.e. $v$ iscompletable.

In [5], R.G. Swan and J. Towber proved that If $P$ is a projective $R[X]$-module of rank 2 and $X^{2} R[X]^{2} \subseteq P \subseteq R[X]^{2}$, then $P \propto R[X]^{2}$.As a consequence, they concluded that if $(a, b, c) \in U m_{3}(R)$, then $\left(a^{2}, b, c\right)$ can be completed to an invertible matrix.This result was explained and generalized by A.A. Suslin in hisdoctoral thesis [2] in the mid-seventies.There he proves that if $\left(a_{0}, a_{1}, \ldots, a_{r}\right) \in U m_{r+1}(R)$, then the unimodular row $\left(a_{0}, a_{1}, a_{2}^{2}, \ldots, a_{r}^{r}\right)$ can always be completed to an invertible matrix.

## 2. Preliminaries

In this section we recall a few definitions, state some results and fix some notations which will be used throughout this paper.

Definition 2.1 $A$ row $v=\left(v_{1}, v_{2}, \ldots, v_{r}\right) \in R^{r}$ is said to be unimodular(of length $r$ ) if there exists elementsw $w_{1}, w_{2}, \ldots, w_{r}$ in $R$ such that $v_{1} w_{1}+v_{2} w_{2}+\cdots+v_{r} w_{r}=1 . U m_{r}(R)$ will denote the set of all unimodular rows $v \in R^{r}$.

Definition $2.2 A$ rowv $=\left(v_{1}, v_{2}, \ldots, v_{r}\right)$ is said to be completable if there exist an invertible matrix $\varphi$ such that $e_{1} \varphi=v$.

We now state some examples (from [1]) of completable rows. Consider the coordinate ring of the real $n$ sphere,
$R_{n}=\frac{\mathbb{R}\left[t_{0}, t_{1}, \ldots t_{n}\right]}{\left(t_{0}^{2}+t_{1}^{2}+\ldots+t_{n}^{2}-1\right)}$
Let $a_{0}, a_{1}, \ldots, a_{n}$ be the images of $t_{0}, t_{1}, \ldots, t_{n}$ in $R_{n}$ and let $v$ be the unimodular row $\left(a_{0}, a_{1}, \ldots, a_{n}\right) \in U m_{n+1}\left(R_{n}\right)$.

For $n=1,\left(a_{0}, a_{1}\right) \in U m_{2}\left(R_{1}\right)$ is completable, and its completion is $\left(\begin{array}{cc}a_{0} & a_{1} \\ a_{1} & -a_{0}\end{array}\right)$. Also for $n=3$, $\left(a_{0}, a_{1}, a_{2}, a_{3}\right) \in U m_{4}\left(R_{3}\right)$ is completable, and its completion is

$$
\left(\begin{array}{cccc}
a_{0} & a_{1} & a_{2} & a_{3} \\
a_{1}-a_{0} & a_{3} & -a_{2} \\
a_{2}-a_{3}-a_{0} & a_{1} \\
a_{3} & a_{2} & -a_{1}-a_{0}
\end{array}\right)
$$

3. Completion of $\left(a_{0}, a_{1}, a_{2}^{2}, a_{3}^{3}\right)$

In this section, we give an explicit computation of the completion of the unimodularrow $\left(a_{0}, a_{1}, a_{2}^{2}, a_{3}^{3}\right) \in U m_{4}(R)$.

Let $\left(a_{0}, a_{1}, a_{2}, a_{3}\right) \in U m_{4}(R)$. Consider the matrix,

$$
\begin{aligned}
& \beta_{1}=\left(\begin{array}{ccc}
0 & -1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & 0 & 0 \\
-a_{3} & 1 & 0 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & b_{3}^{\prime} & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{ccc}
0 & 0 & -1 \\
0 & 1 & 0 \\
1 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
-a_{3} & 0 & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & 0 & b_{3}^{\prime} \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right) \\
&\left(\begin{array}{ccc}
1 & 0 & 0 \\
-a_{3}^{2} & 1 & 0 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
-a_{3} & 0 & 1
\end{array}\right) \\
&=\left(\begin{array}{ccc}
a_{3}^{2}\left(2 a_{3}^{2} b_{3}^{2}-4 a_{3} b_{3}+3\right) & -\left(1-a_{3} b_{3}\right)^{2} & -a_{3}\left(1-a_{3} b_{3}\right)^{2} \\
2 a_{3}\left(1-a_{3} b_{3}\right)^{2} & b_{3}\left(2-a_{3} b_{3}\right) & -\left(1-a_{3} b_{3}\right)^{2} \\
\left(1-a_{3} b_{3}\right)^{2} & 0 & b_{3}\left(2-a_{3} b_{3}\right)
\end{array}\right) \\
&=\left(\begin{array}{ccc}
a_{3}^{2}\left(2 a_{3}^{2} b_{3}^{2}-4 a_{3} b_{3}+3\right) & -\left(1-a_{3} b_{3}\right)^{2} & -a_{3}\left(1-a_{3} b_{3}\right)^{2} \\
2 a_{3}\left(1-a_{3} b_{3}\right)^{2} & b_{3}^{s} & -\left(1-a_{3} b_{3}\right)^{2} \\
\left(1-a_{3} b_{3}\right)^{2} & 0 & b_{3}^{\prime}
\end{array}\right)
\end{aligned}
$$

where $b_{3}^{b}=b_{3}\left(2-a_{3} b_{3}\right)$. Consider,

$$
\beta_{2}=\left(\begin{array}{ccc}
-2 a_{3}^{3} & a_{3} & a_{3}^{2} \\
-2 a_{3}^{3} & 1 & a_{3} \\
-a_{3} & 0 & 1
\end{array}\right)
$$

Thus one has,

$$
\begin{aligned}
& a_{3} I_{3} \beta_{1}+\left(1-a_{3} b_{3}\right)^{2} \beta_{2}=\left(\begin{array}{ccc}
a_{3}^{3} & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right) \\
& \text { i.e. } a_{3} I_{3} \beta_{1}+\operatorname{det}(\gamma) \beta_{2}=\left(\begin{array}{ccc}
a_{3}^{3} & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right) \text { where } \gamma=\left(\begin{array}{ccc}
a_{0} & a_{1} & a_{2}^{2} \\
b_{1}^{2} & -\mathrm{b}_{2}-\mathrm{b}_{0} \mathrm{~b}_{1} & -\mathrm{a}_{0}+2 \mathrm{a}_{2} \mathrm{~b}_{1} \\
\mathrm{~b}_{2}-\mathrm{b}_{0} \mathrm{~b}_{1} & \mathrm{~b}_{n}^{2} & -\mathrm{a}_{1}-2 \mathrm{a}_{2} \mathrm{~b}_{0}
\end{array}\right) .
\end{aligned}
$$

Take

$$
\beta=\left(\begin{array}{cc}
\gamma & a_{3} I_{3} \\
-b_{3}^{s} I_{3} & \operatorname{adj}(\gamma)
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
0 & \beta_{1}
\end{array}\right)\left(\begin{array}{cc}
1 & \operatorname{adj}(\gamma) \beta_{2} \\
0 & 1
\end{array}\right)
$$

One can write the above matrix $\beta$ in the form

$$
\beta=\left(\begin{array}{cc}
\gamma & \left(\begin{array}{cc}
a_{3}^{3} & 0 \\
0 & I_{2}
\end{array}\right) \\
-b_{3}^{b} & -b_{3}^{b} \\
\operatorname{adj}(\gamma) \beta_{2}+\operatorname{adj}(\gamma) \beta_{1}
\end{array}\right)
$$

Let $K=-b_{3}^{b} \operatorname{adj}(\gamma) \beta_{2}+\operatorname{adj}(\gamma) \beta_{1}$. Then

$$
\begin{aligned}
K_{11}= & 2 a_{1}^{2} a_{3}+a_{2}^{2} b_{2}-a_{0} a_{1}+3 a_{1} a_{3}^{2} b_{2}+a_{2}^{2} b_{0} b_{1}+3 a_{0} a_{3}^{2} b_{0}^{2}+2 a_{2}^{2} a_{3} b_{0}^{2} \\
& +2 a_{1} a_{2} b_{1}+3 a_{1} a_{3}^{2} b_{0} b_{1}+6 a_{2} a_{3}^{2} b_{0} b_{2}+4 a_{1} a_{2} a_{3} b_{0} \\
K_{12}= & -a_{0} b_{0}^{2}-a_{1} b_{2}-a_{1} b_{0} b_{1}-2 a_{2} b_{0} b_{2} \\
K_{13}= & -a_{2}^{2} b_{0}^{2}-a_{1}^{2}-a_{0} a_{3} b_{0}^{2}-2 a_{1} a_{2} b_{0}-a_{1} a_{3} b_{2}-a_{1} a_{3} b_{0} b_{1}-2 a_{2} a_{3} b_{0} b_{2}
\end{aligned}
$$

$$
K_{21}=a_{2}^{2} b_{1}^{2}+a_{0}^{2}-3 a_{0} a_{3}^{2} b_{2}-2 a_{2}^{2} a_{3} b_{2}+3 a_{1} a_{3}^{2} b_{1}^{2}-2 a_{0} a_{1} a_{3}-2 a_{0} a_{2} b_{1}
$$

$$
+3 a_{0} a_{3}^{2} b_{0} b_{1}+2 a_{2}^{2} a_{3} b_{0} b_{1}+6 a_{2} a_{3}^{2} b_{1} b_{2}-4 a_{0} a_{2} a_{3} b_{0}
$$

$K_{22}=-a_{1} b_{1}^{2}+a_{0} b_{2}-a_{0} b_{0} b_{1}-2 a_{2} b_{1} b_{2}$
$K_{23}=a_{2}^{2} b_{2}+a_{0} a_{1}-a_{1} a_{3} b_{1}^{2}-a_{2}^{2} b_{0} b_{1}+2 a_{0} a_{2} b_{0}+a_{0} a_{3} b_{2}-a_{0} a_{3} b_{0} b_{1}-2 a_{2} a_{3} b_{1} b_{2}$
$K_{31}=-a_{1} b_{1}^{2}+3 a_{3}^{2} b_{2}^{2}-a_{0} b_{2}-2 a_{0} a_{3} b_{0}^{2}+2 a_{1} a_{3} b_{2}-a_{0} b_{0} b_{1}-2 a_{1} a_{3} b_{0} b_{1}$
$K_{32}=-b_{2}^{2}$
$K_{33}=a_{0} b_{0}^{2}-a_{3} b_{2}^{2}-a_{1} b_{2}+a_{1} b_{0} b_{1}$
Apply the following elementary row operations on :
$R_{4} \rightarrow R_{4}-K_{12} R_{2}, \quad R_{5} \rightarrow R_{5}-K_{22} R_{2}, \quad R_{6} \rightarrow R_{6}-K_{32} R_{2}, \quad R_{4} \rightarrow R_{4}-K_{13} R_{3}$,
$R_{5} \rightarrow R_{5}-K_{23} R_{3}, \quad R_{6} \rightarrow R_{6}-K_{33} R_{3}$
and remove columns 5 and 6 , rows 2 and 3 , we get a $4 \times 4 \$$ matrix $\beta^{r}$ where
$\beta_{11}^{\prime}=a_{0}, \quad \beta_{12}^{r}=a_{1}, \quad \beta_{13}^{r}=a_{2}^{2}, \quad \beta_{14}{ }^{\prime}=a_{3}^{3}$
$\beta_{21}^{\prime}=b_{1}^{2}\left(a_{0} b_{0}^{2}+a_{1} b_{2}+a_{1} b_{0} b_{1}+2 a_{2} b_{0} b_{2}\right)+\left(b_{2}-b_{0} b_{1}\right)\left(a_{2}^{2} b_{0}^{2}+a_{1}^{2}+a_{0} a_{3} b_{0}^{2}+\right.$ $\left.2 a_{1} a_{2} b_{0}+a_{1} a_{3} b_{2}+a_{1} a_{3} b_{0} b_{1}+2 a_{2} a_{3} b_{0} b_{2}\right)+b_{3}\left(a_{3} b_{3}-2\right)$

$$
\begin{aligned}
& \beta_{22}^{s}=b_{0}^{2}\left(a_{2}^{2} b_{0}^{2}+a_{1}^{2}+a_{0} a_{3} b_{0}^{2}+2 a_{1} a_{2} b_{0}+a_{1} a_{3} b_{2}+a_{1} a_{3} b_{0} b_{1}+2 a_{2} a_{3} b_{0} b_{2}\right) \\
& -\left(b_{2}+b_{0} b_{1}\right)\left(a_{0} b_{0}^{2}+a_{1} b_{2}+a_{1} b_{0} b_{1}+2 a_{2} b_{0} b_{2}\right) \\
& \beta_{23}^{s}=-\left(a_{0}-2 a_{2} b_{1}\right)\left(a_{0} b_{0}^{2}+a_{1} b_{2}+a_{1} b_{0} b_{1}+2 a_{2} b_{0} b_{2}\right)-\left(a_{1}+2 a_{2} b_{0}\right)\left(\mathrm{a}_{2}^{2} \mathrm{~b}_{0}^{2}+\mathrm{a}_{1}^{2}\right. \\
& \left.+a_{0} a_{3} b_{0}^{2}+2 a_{1} a_{2} b_{0}+a_{1} a_{3} b_{2}+a_{1} a_{3} b_{0} b_{1}+2 a_{2} a_{3} b_{0} b_{2}\right) \\
& \beta_{24}^{\prime}=2 a_{1}^{2} a_{3}+a_{2}^{2} b_{2}-a_{0} a_{1}+3 a_{1} a_{3}^{2} b_{2}+a_{2}^{2} b_{0} b_{1}+3 a_{0} a_{3}^{2} b_{0}^{2}+2 a_{2}^{2} a_{3} b_{0}^{2} \\
& +2 a_{1} a_{2} b_{1}+3 a_{1} a_{3}^{2} b_{0} b_{1}+6 a_{2} a_{3}^{2} b_{0} b_{2}+4 a_{1} a_{2} a_{3} b_{0} \\
& \beta_{31}^{v}=b_{1}^{2}\left(a_{1} b_{1}^{2}-a_{0} b_{2}+a_{0} b_{0} b_{1}+2 a_{2} b_{1} b_{2}\right)-\left(b_{2}-b_{0} b_{1}\right)\left(a_{2}^{2} b_{2}+a_{0} a_{1}\right. \\
& \left.-a_{1} a_{3} b_{1}^{2}-a_{2}^{2} b_{0} b_{1}+2 a_{0} a_{2} b_{0}+a_{0} a_{3} b_{2}-a_{0} a_{3} b_{0} b_{1}-2 a_{2} a_{3} b_{1} b_{2}\right) \\
& \beta_{32}^{s}=-\left(b_{2}+b_{0} b_{1}\right)\left(a_{1} b_{1}^{2}-a_{0} b_{2}+a_{0} b_{0} b_{1}+2 a_{2} b_{1} b_{2}\right)-b_{0}^{2}\left(a_{2}^{2} b_{2}+a_{0} a_{1}-a_{1} a_{3} b_{1}^{2}\right. \\
& \left.-a_{2}^{2} b_{0} b_{1}+2 a_{0} a_{2} b_{0}+a_{0} a_{3} b_{2}-a_{0} a_{3} b_{0} b_{1}-2 a_{2} a_{3} b_{1} b_{2}\right)+b_{3}\left(a_{3} b_{3}-2\right) \\
& \beta_{33}^{s}=\left(a_{1}+2 a_{2} b_{0}\right)\left(a_{2}^{2} b_{2}+a_{0} a_{1}-a_{1} a_{3} b_{1}^{2}-a_{2}^{2} b_{0} b_{1}+2 a_{0} a_{2} b_{0}+a_{0} a_{3} b_{2}\right. \\
& \left.-a_{0} a_{3} b_{0} b_{1}-2 a_{2} a_{3} b_{1} b_{2}\right)-\left(a_{0}-2 a_{2} b_{1}\right)\left(a_{1} b_{1}^{2}-a_{0} b_{2}+a_{0} b_{0} b_{1}+2 a_{2} b_{1} b_{2}\right) \\
& \beta_{34}^{s}=a_{2}^{2} b_{1}^{2}+a_{0}^{2}-3 a_{0} a_{3}^{2} b_{2}-2 a_{2}^{2} a_{3} b_{2}+3 a_{1} a_{3}^{2} b_{1}^{2}-2 a_{0} a_{1} a_{3}-2 a_{0} a_{2} b_{1} \\
& +3 a_{0} a_{3}^{2} b_{0} b_{1}+2 a_{2}^{2} a_{3} b_{0} b_{1}+6 a_{2} a_{3}^{2} b_{1} b_{2}-4 a_{0} a_{2} a_{3} b_{0} \\
& \beta_{41}^{b}=b_{1}^{2} b_{2}^{2}-\left(b_{2}-b_{0} b_{1}\right)\left(a_{0} b_{0}^{2}-a_{3} b_{2}^{2}-a_{1} b_{2}+a_{1} b_{0} b_{1}\right) \\
& \beta_{42}^{s}=-b_{2}^{2}\left(b_{2}+b_{0} b_{1}\right)-b_{0}^{2}\left(a_{0} b_{0}^{2}-a_{3} b_{2}^{2}-a_{1} b_{2}+a_{1} b_{0} b_{1}\right) \\
& \beta_{43}^{f}=-b_{2}^{2}\left(a_{0}-2 a_{2} b_{1}\right)+b_{3}\left(a_{3} b_{3}-2\right)+\left(a_{1}+2 a_{2} b_{0}\right)\left(a_{0} b_{0}^{2}-a_{3} b_{2}^{2}-a_{1} b_{2}+a_{1} b_{0} b_{1}\right) \\
& \beta_{44}^{b}=-a_{1} b_{1}^{2}+3 a_{3}^{2} b_{2}^{2}-a_{0} b_{2}-2 a_{0} a_{3} b_{0}^{2}+2 a_{1} a_{3} b_{2}-a_{0} b_{0} b_{1}-2 a_{1} a_{3} b_{0} b_{1} \\
& \operatorname{det}\left(\beta^{\prime}\right)=\left(\left(a_{0} b_{0}+a_{1} b_{1}+a_{2} b_{2}\right)^{2}+a_{3} b_{3}^{\prime}\right)^{3}=1 .
\end{aligned}
$$

Thus $\beta^{f}$ is the completion of $\left(a_{0}, a_{1}, a_{2}^{2}, a_{3}^{3}\right)$.
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