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ABSTRACT 

 
The huge size of multimedia data requires 

for efficient data classification and 

organization in providing effective 

multimedia data manipulation. Those 

valuable data must be captured and stored 

for potential purposes. One of the main 

problems in Multimedia Information System 

(MIS) is the management of multimedia 

data. As a consequence, multimedia data 

management has emerged as an important 

research area for querying, retrieving, 

inserting and updating of these vast 

multimedia data. This research considers the 

rough set theory technique to organize and 

categorize the multimedia data. Rough set 

theory method is useful for exploring 

multimedia data and simplicity to construct 

multimedia data classification.  

Classification will help to improve the 

performance of multimedia data retrieving 

and organizing process. 
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1 INTRODUCTION 
 

Everyone deals with multimedia data at 

every walk of lives. Multimedia data 

consist of texts, graphics, animations, 

video, sounds, music etc. People are 

working with multimedia data and 

surrounded by them. Therefore, there are 

many issues and challenges faced by 

multimedia data providers to fulfill the 

user requirements. One of the issues is to 

organize and classify the huge 

multimedia data so that the information 

can be obtained easily at any point of 

time. An efficient multimedia data 

management is highly required because 

it will improve the process of 

multimedia information discovery 

especially for decision making 

application, business marketing, 

intelligent system, etc [1].  To do so, 

multimedia data management is a tool 

required to manage and maintain huge 

multimedia data.  

Rough set theory is an effective tool 

for classification applications and, it has 

been introduced by Pawlak [2] [3].  

Rough set theory is a mathematical tool 

that can be used for processing and 

analyzing of inexact, uncertain, and 

vague datasets.  It is an extension of set 

theory for study of the intelligent system 

characterized by insufficient and 

incomplete information [3]. Various 

efforts have been made to improve the 

efficiency and effectiveness of 

classification with rough sets [4].  

Practically, rough set theory has been 

applied to the number of application 

domains such as medical diagnosis, 

engineering reliability, expert systems, 

empirical study of materials data, 

machine diagnosis, business failure 

prediction, activity-based travel 

modeling, travel demand analysis, 
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solving linear programming and data 

mining [5]. 

The intention of this research is to 

introduce a new representation for 

multimedia data management as an 

information system by integrating rough 

set theory elements such as decision 

table and approximation and compare it 

with decision tree classifier.  This paper 

is organized as follows: Section 2 

describes the related work on all the 

issue in multimedia data management 

while Section 3 gives details explanation 

on theoretical aspects of rough set 

theory. Section 4 demonstrates the 

proposed framework. The characteristics 

of decision tree and how it works are 

discussed in Section 5. Comparison with 

decision tree classifier is given in 

Section 6. Finally, conclusion is 

discussed in Section 7. 

 

2 MULTIMEDIA DATA 

MANAGEMENT 
 

Multimedia is defined as combination of 

more than one media; they may be of 

two types, static and dynamic media.  

Text, graphics and images are 

categorized as static media, while 

objects like animation, music, audio, 

speech, and video are categorized as 

dynamic media [6].  Multimedia data 

contains an enormous amount of 

information. This information is in the 

form of identifiable “features” in the 

multimedia data.  For example, video 

data contains timing data that can be 

used to track the movement of an object 

from frame to frame or to identify 

transitions between scenes.  Similarly, 

audio data contains certain identifiable 

features such as words, sound, pitches, 

and silent periods as well as timing 

information [7]. 

Multimedia data is attractive, 

informative and stored in compact 

format.  It has been used by various 

categories of user; from technical up to 

management levels. The growing of 

consumer demand for multimedia 

information makes sophisticated 

technology is needed in multimedia data 

management. The applications are 

including representing, modeling, 

indexing, retrieving and manipulating. 

The explosion of multimedia content in 

various aspects such as in databases, 

broadcast, steaming media, etc. has 

generated new requirements for more 

effective access to these global 

information repositories. Multimedia 

data requires for a huge storage area and 

each media type requires different 

methods to store and retrieve. 

The major issues that related to 

multimedia data management system are 

multimedia data modeling, huge 

capacity storage management, 

information retrieval capabilities, media 

integration and presentation.  

Multimedia database management 

system (MDMS) is developing in 

purpose to fulfill this requirement.  

MDMS supports facilities for the 

indexing, storage, retrieval and provides 

a suitable environment for using and 

managing multimedia data [8]. 

Technique of indexing and classification 

in multimedia data is created in order to 

ease the query processing. 

Another study [9] designed a 

software tool known as web-based 

multimedia news management system 

(MNMS) which consist of a collection 

system, website management system, 

workflow system and publishing system. 

The MNMS tool enables delivery of TV 

and newspaper content trough ITV with 

internet connection. The integrated both 

publications are identify as multimedia 
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interactive digital news. MNMS 

provides a service and application to 

allow collaboration and communication 

among journalists, reporters, editors and 

designers from multinational publication 

company that distributed around the 

world. The concept of MNMS has been 

implemented as part of the data 

broadcasting in the project entitled News 

On Demand Kiosk Network (NODKN) 

[9]. This project is a collaborative 

between Multimedia University in 

Malaysia and Mitsushita in Japan. 

The most essential activity involves 

in news content management process are 

authoring and publishing with additional 

of multimedia elements such as video, 

audio, image, text and animation. The 

MNMS tool provides an environment 

where the employees of a publication 

company can create, reviewing, 

publishing, versioning, archiving, 

changing and delete their news content 

or items. They can use this tool to 

support authoring and publishing 

operation of multimedia interactive 

news. The MNMS also provide a 

medium to communication with other 

user around the world to ease them 

shared the information. As a web 

application, the MNMS system allows 

end-users to search, view and read 

articles the interactive multimedia news 

based on their own personalization; for 

instance they can choose their own 

language. 

Large volume patient related 

information like demographic data, 

historical data, data-rich multimedia 

diagnostic studies and longitudinal 

disease are one of the important parts in 

medicine information management. 

Some of general medicine clinics still 

used traditional record system such as 

handwritten notes to record information 

from patient examination and the 

physician just can review the record after 

accessing it in the office.  To overcome 

this situation, Electronic Medical Record 

(EMR) application was suggested by 

[10] in order to manage patient data 

efficiently and accurately. 

The EMR tool was develop in 

Spanish and English version language 

with the clinical practitioner at remote 

clinics in Ecuador. The tools support for 

patient information management in 

electronic form and electronic file 

sharing between the regional 

collaborating clinics in Ecuador. The 

implementation of EMR, migrates the 

patient information management from 

handwriting notes to distributed health 

care system.  An authorize staff or 

clinicians easily recorded patient 

information and were able to achieve the 

information back for updating or for 

follow-up in patient care practices. 

Images or video data captured by 

radiographs, sonograms, microscopic 

and colposcopy examinations process 

were composed and stored within the 

workstation. The EMR user friendly 

interface allowed quick load and review 

of the digital images when the data is 

needed.  

An unstructured data such as 

multimedia files are difficult to capture 

and store in the common database 

storage.  In one of such study, [11] was 

interested to design a prototype tool to 

extract and classify unstructured data in 

any web pages. The prototype was focus 

on an efficient data classification and 

organization in providing effective 

multimedia data manipulation. 

Document Object Module (DOM) tree 

technique is applied to find the correct 

data in the HTML document in 

classification process.  The prototype 

was implemented and tested on four 

main class data type in various formats 
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to help end user get useful multimedia 

data stored for future retrieval usage.  

However, some of unnecessary 

information, such as script, style or other 

customized nodes in DOM tree cannot 

eliminate completely and may be 

minimized during extraction process. 

Several weaknesses in current 

multimedia data management model 

have been found, and the weaknesses are 

as follow: 

 Various models do not combine all 

type of multimedia data for 

classification but focusing on one 

type of data in each research 

 Previous studies have emphasized 

that the issue of multimedia data 

storage and management, but little 

is so far known about the 

classification of multimedia data 

 A lot of multimedia data 

classification model based on media 

format (e.g : .jpg, .txt, .mp3, .flv) 

but not by their attribute.  

 

3 ROUGH SET THEORY: BASIC 

CONCEPT 

 

Rough set concept was introduced by 

Polish logician, Professor Z.Pawlak in 

early 1980s [2,3]. It is an extension of 

the set theory for the study of intelligent 

system characterized by inexact, 

uncertain or vague information and can 

serve as a new mathematical tool to soft 

computing [12]. General elements 

engage in rough sets theory can be 

described as follows: 

 

3.1 Information systems  

Let, an information system is a set of 

objects represented in a data table, the 

rows are considered as objects for 

analysis and the columns represent a 

measureable attributes for each object. 

Formally, an information system can be 

seen as a system, IS = ( U, A )  where 

U is finite set of objects, U={x1, 

x2,x3,…, xn}; and A is a finite set of 

attributes (features, variables), the 

attributes in A are further classified into 

disjoint condition attributes C and 

decision attributes D, such that A=C  

D and C  D =   .  

 

3.2 Indiscernibility relation 

Indiscernibility relation is the relation 

between two objects or more, where all 

the values are identical in relation to a 

subset of considered attributes. The 

indiscernibility relation is defined as, R 

(B) = {(x,y)  U x U : for all a  B, a(x) 

= a(y)} where, a  A and B  A ; 

 

 

3.3 Lower and upper approximation 

Approximations are fundamental 

concepts of rough set theory, it is can be 

defined as upper bounds and lower 

bounds, AS = ( U, R(C) ) where, C be a 

set of condition attributes and R(C) be 

an indiscernibility relation on U. [x]B 

denotes the equivalence class of B 

containing x, for any element x of U; 

Based on singleton x, for a given B  A 

and X  U, the lower approximation 

( B X) of the set X in IS and the upper 

approximation of the set X in IS ( B X) 

are defined as follows: 

 

B X = {x  U : [x]B  X}.                (1)                  

 

B X = {x  U : [x]B X ≠ }.         (2)                                                

 

For a given B  A and X  U, the 

boundary of X in IS can be defined as,  

 

BND(X) = B X – B X.                       (3)                                                           
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BND(X) consists of objects that do not 

certainly belong to X on the basis of A.  

 

 

3.4 Attribute reduction 

Reduction means, the set of remaining 

attributes is the minimal set, and set 

which presents in all subsets call cores, 

in other words, 

removing repetitive or overlapping data. 

The main purpose of reduction is to 

determine the attributes which can 

represent data in a database and 

dependencies between attributes 

 

3.5 Decision rule 

Decision rule created by combining rule 

reducts attributes.  Each rows of reduct 

table verify a decision rule, which 

specifies the decision that must be taken 

when condition are indicated by 

condition attributes are fulfilled.  

Decision rules frequently presented as 

implication called “if…then…” rules. 

 

Data used in rough set theory are often 

presented as a table which is initialized 

as decision table as illustrated in figure 

1. In the table, columns correspond to 

attributes and rows of the decision table 

correspond to objects. Entries in the 

table are attribute values. The decision 

attributes can have some values though 

quite often it is binary [14].  

 

 
 

Figure 1.  Decision table 

 

 

 

4 CLASSIFICATION PROCESS 

FOR MULTIMEDIA DATA USING 

ROUGH SET THEORY 

 

Classification of objects in the databases 

or information systems sources based on 

rough set theory has been done in many 

applications [5][15][16]. The goal of 

classification is to build a set of models 

that can accurately predict the class of 

different objects. There are many 

algorithms for data classification used in 

data mining and machine learning. Table 

1 depicts an example of classifier and its 

application. 

Table 1.  The classifier and its application 

classifier Description 

k-Nearest Neighbor 

(KNN) [17] 

Mostly used in determining data (in 

terms of distance) through its 

similarity with respect to its 
neighbors. 

Naïve Bayesian 

(NB)[18] and Concept 

Vector-Based (CB) 
[19] 

Mostly used for classifying words 

in documents 

Classification and 

Regression Trees 
(CART) [20] 

Implemented using decision tree 

PageRank [21] Used search ranking algorithm 

based on hyperlinks on the web 

 

Classifying data into several categories 

is important because the raw data has to 

be matched with the corresponding data 

classes specified in the database. Rough 

set mainly deals with data analysis in 

table format. The approach is generally 

to process the data in the table and then 

to analyze them. In this section, several 

multimedia data sets are shown with 

possible media type will be used as an 

example to illustrate the concept of 

rough set theory.   

 

4.1 Information system 
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Table 1 shows an information system 

which is a collection of multimedia data 

as object. Given a set of universe, U = 

{O1, O2, O3, O4, O5, O6, O7}, where U 

are all of the objects. The set condition 

attributes is represented by C = 

{Illustration, Timeline, Movement} and 

the set D represented the decision 

attribute, where D = {Media Types}. 

Table 2 can be shown in relation to the 

function of nominal values of the 

considered attributes, in the Table 3.  

Based on Table 2, classification of 

multimedia data produced based on 

condition attribute for each object. 

Theoretically, video and audio contain 

timing data [7] which can be used to 

track the movement of an object from 

frame to frame.  Images are categorized 

as static media, while audio and video 

are categorized as dynamic media [6].  

To build this information system, if C = 

{Illustration, yes} then, decision 

attribute can be defined as video or 

image media types. If C = {Timeline, 

yes} then decision attribute as video or 

audio types are admitted certainly.  

Justification based on attribute can be 

used to classify media types whether; it 

is a video, an audio or an image. 

Table 2.  Information system 

 

 

Object 

Condition Attribute Decision 

Attribute 

 

Illustration 

 

Timeline 

 

Movement 

Media 

Type 

O1 Yes Yes Dynamic Video 

O2 Yes No Static Image 

O3 Yes No Dynamic Video 

O4 No Yes Static Audio 

O5 Yes Yes Static Video 

O6 No Yes Dynamic Audio 

O7 No Yes Dynamic Video 

 

Table 3.  Nominal Values of Attributes 

 Attributes Nominal Values 

 

Condition 

Attributes 

Illustration Yes, No 

Timeline Yes, No 

Movement Static, Dynamic 

Decision  

Attributes 

Media Types Video, Audio, 

Image 

 

4.2 Indiscernibility relation 

In Table 2, it can be observed that the set 

is composed of attributes that are 

directly related to multimedia data, 

where C = {Illustration, Timeline, 

Movement}, the indiscernibility relation 

is given to R(C).  When Table 2 is 

broken down it can be seen that the set 

regarding {O1, O2, O3, O5} is 

indiscernible in terms of Illustration 

attribute.  The set concerning {O1, O4, 

O5, O6, O7} is indiscernible in term of 

Timeline attribute, and the Movement 

attribute generates two indiscernibility 

elementary sets are {O1, O3, O6, O7} and 

{O2, O4, O5}. 

 

4.3 Lower and upper approximation 

As define in section 3, based on objects 

in Table 2 the lower and upper 

approximation of X are categorize as 

follows, B (X) = {O1, O2, O3, O4, O5}, 

B (X) = {O1, O2, O3, O4, O5, O6, O7}.  As 

a result, BND(X) = {O6, O7}. Figure 2 

shows the relationship of the lower and 

upper approximation of an information 

system.  The elements that enclosed by 

thick line belong to upper 

approximation. Meanwhile, the elements 

that enclosed by light line belong to the 

original set X. The elements that covered 

by grey color is belong to the lower 

approximation.   
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Figure 2.  Approximation of set X 

 

Based on lower and upper 

approximation, one way to facilitate data 

retrieving and manipulation is by 

reduction the set of data with reducing 

attributes. In indiscernibility relation, 

only attribute that do not contribute to 

the classification result can be omitted.   

 

4.4 Attribute reduction 

Table 4 shows the example of reduct 

which drops attribute movement and 

combined same objects in the same row. 

Decision rules 4) and 5) in table 4 have 

the same conditions but different 

decisions. Such rules are called 

inconsistent; otherwise the rules are 

referred to as consistent. 

Table 4.  Reducts Tables 

 
 

Object 

Condition Attribute Decision 

Attribute 

 

Illustration 

 

Timeline 

Media Type 

O1 , O5 Yes Yes Video 

O2 Yes No Image 

O3 Yes No Video 

O4 , O6 No Yes Audio 

O7 No Yes Video 

 

 

4.5 Decision rule 

From the certainty factors of decision 

rules, the result as below: 

 

 If (illustration,yes) and (timeline,no) 

then (media types,image) 

 if (illustration,no) and (timeline,yes) 

then (media types,audio) 

 if (illustration,yes) and (timeline,yes) 

then (media types,video) 

 

Classifying data into several 

attributes is important because the 

attribute has to be matched with the 

corresponding data classes specified in 

the decision attribute.  By applying 

rough set theory in classification of 

multimedia data, this model consists of 

six important elements; information 

system, indiscernibility relation, lower 

and upper approximation, reduction and 

decision rules. This model demonstrates 

that redefined indiscernibility can reduce 

the number of elementary sets. In 

addition sets of one object will enhance 

the approximation precision, but 

decrease the accuracy of decisions.  

Using the model provided, the theory of 

rough set proves to be an effective tool 

for multimedia data because: 

 It  reduces the data set without 

losing originality of 

characteristic set 

 It is easy for clustering data 

 It can manage multimedia data 

and effortless for application 

access 

 

5 DECISION TREE 

Decision trees are powerful and popular 

tools for classification and prediction 

[22]. A decision tree structure is made of 

root, internal and leaf nodes. The tree 

structure is used in classifying for the 

unknown data records. At each internal 

node of the tree, a decision of best split 

is made using impurity measures [23]. 

The tree leaves is made up of the class 

labels which the data items have been 

group. Decision tree classification 

technique is performed in two phases: 

tree building and tree pruning.  
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 Tree building is constructed in 

top-down manner. In this 

process, the tree is recursively 

partitioned until all the data items 

belong to the same class are 

labeled [24]. It is 

computationally intensive as the 

training data set is traversed 

repeatedly.  

 Tree pruning is executed in 

bottom-up fashion. It is used to 

improve the prediction and 

classification accuracy of the 

algorithm by minimizing over-

fitting (noise or much detail in 

the training data set) [25]. Over-

fitting in decision tree algorithm 

will produce misclassification 

process. Tree pruning is less 

tasking compared to the tree 

growth phase as the training data 

set is scanned only once [22]. 

5.1 How a decision tree works 

To illustrate how classification with a 

decision tree works, consider a simpler 

version of the multimedia data 

classification problem describe in the 

previous section. 

How can we tell whether the object is 

video, audio or image? One approach is 

to pose a series of questions about the 

attributes of the object. The first 

question we may ask is whether the 

object is having illustration or not. If it is 

having illustration, then it is definitely 

not an audio. Otherwise, it is either a 

video or image. In the latter case, we 

need to ask the following question: Do 

the object have timeline? Those that 

have timeline are definitely video, while 

those that do not are likely to be image. 

The previous example has shown how 

we can solve a classification problem by 

asking a series of carefully crafted 

questions about the attributes of the 

object. Each time we receive an answer, 

a follow-up question is asked until we 

reach a conclusion about a class label of 

the record. The series of questions and 

their possible answers can be organized 

in the form of a decision tree, which is a 

hierarchical structure consisting of nodes 

and directed edges. Figure 3 shows the 

decision tree for the multimedia data 

classification. The tree has three types of 

nodes: 

 A root node that has no 

incoming edges and zero or more 

outgoing edges. 

 Internal nodes, each of which 

has exactly one incoming edge 

and two or more outgoing edges. 

 Leaf or terminal nodes, each of 

which has exactly one incoming 

edge and no outgoing edges. 

In a decision tree, each leaf node is 

assigned a class label. The non-terminal 

nodes, which include the root and other 

internal nodes, contain attribute test 

conditions to separate records that have 

different characteristics. 

 

 

 

 

 

 

Illustration 

Timeline Audio 

Video Image 

Yes 

Yes No 

No 

Leaf 

nodes 

Root 

node 
Internal 
node 
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Figure 3.  A decision tree for the multimedia 

data classification problem 

 

6 THE RESULT COMPARISON 

 

There are many classifications available 

in literature.  However, the following are 

several reasons to choose decision tree 

for such comparison: 

 

 Compared to other classifier, its 

ease of implementation and 

easier to understand compared to 

other classification. 

 A decision tree is most 

commonly used because it is 

easy to understand and low cost 

implementation. 

 Decision tree algorithms do not 

require additional information 

besides that already contained in 

the training data  

 

Table 5 shows the comparison of 

rough sets and decision trees results. 

Rough set results were much better in 

terms of the number of rules and the 

classification accuracy. Moreover, in the 

decision tree classifier, more robust 

features are required to improve the 

performance of the decision tree 

classifier. 

 
Table 5. Number of generated rules and 

accuracy results [26] 

 
 

Algorithm 

Number of rules Classification 

Accuracy Before 

pruning 

After pruning 

(Simplification) 

Decision 
tree 

1022 76 85.25% 

Rough set 472 30 98% 

 
 

 

7 CONCLUSIONS 

 

The proposed model has been developed 

to help the end users to manage useful 

multimedia data (audio, video and 

image) in order to allow efficient process 

for storing, retrieving and updating data. 

The fundamental concept for classifying 

multimedia data in this research is based 

on attributes; illustration, timeline and 

movement. These attributes are mainly 

used to make a decision in classifying of 

media types. This research also has a 

new contribution in introducing rough 

set theory technique to organize and 

categorize multimedia data. A 

comparison between rough set and 

decision tree classifier has been made.  It 

is proven that rough set display good 

classification accuracy. The integration 

of classification data using rough set 

theory is believed to improve 

multimedia data management process. 

With more comprehensive study and 

investigation, we assume that some 

applications using classification of 

attribute in the rough set theory, using 

existing multimedia data in the real life 

multimedia organization through this 

view will be applicable.  A future vision 

is to investigate the performance of this 

proposed model executed under the web 

services.  
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