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I.  INTRODUCTION 
One of the largest technological challenges in 

software systems research today is to provide 

mechanisms for storage, manipulation, and 

information retrieval on large amounts of data. A 

database is a collection of related data and a 

database system is a database and database software 

together. Operational Databases are transactional 

databases, which supports on-line transaction 

processing (OLTP) that includes insertions, updates, 

deletions and also supports information query 

requirements. 
     Operational Database is designed to make 

transactional systems run efficiently. It is used to 

store detailed and current data. The main emphasis 

of this system is on very fast query processing, 

maintaining data integrity in multi-access 

environments. Thus databases must strike a balance 

between efficiency in transaction processing and 

supporting query requirements .They can't further 

be optimized for theapplications such as OLAP, 

DSS and data mining. 

A Data Warehouse [1] is a database that is 

designed for facilitating querying and analysis. In 

contrast to databases, data warehouses generally 

contain very large amounts of data from multiple 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

sources that may include databasesfrom different 

data models and sometimes files acquired from 

independent systems and platforms. Often it is 

designed as OLAP (On-Line Analytical Processing) 

systems. 

Big data comes from relatively new types of 

data sources like social media, public filings, 

content available in the public domain through 

agencies or subscriptions, documents and e-mails 

including both structured and unstructured 

texts,digital devices and sensors including location 

based smart phone, weather and telemetric data 

.There are several approaches to collecting, 

storing,processing, and analyzing big data.Hadoop 

[5] is a free, Java-based programming framework 

that supports the processing of large data sets in a 

distributed computing environment. Hadoop is not 

atype of database, but rather a software ecosystem 

that allows massive parallel computing. The main 

focus of this paper is to present a clear 

understanding on operational database, data 

warehouse and Hadoop technology.  

This paper is organized as follows: In section II, we 

present literature survey on Operational database, 

Datawarehouse and Hadoop Distributed File 

System. In Section III, we present the comparative
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studies among the works cited above. In section IV, 

we summarize the work. 

 

II. LITERATURE SURVEY 

Day-by-day technology in software systems is 

improving and is becoming very challenging in 

terms of storage, manipulation, and information 

retrieval. There are different types of storage 

systems having the capability of storing data from 

few Megabytes to Peta bytes.In this paper we 

discuss about the traditional/operational database, 

which is capable of storing the transactional data of 

an organization in part A. Then in part B,we discuss 

about the datawarehouse, which is capable of 

analyzing the business data which is used for 

decision making. Later in part C we come across 

the way to store large volume of structured as well 

as unstructured data, which is further utilized for 

analytics. 

 
A. Operational Database (OLTP) 

An operational database contains data about 

the things that go on inside an organization or 

enterprise. For example, an operational database 

might contain fact and dimension data describing 

transactions, data on customer complaints, 

employee information, taking order and fulfilling 

them in a store  , track of payments and inventory 

,information and amounts from credit cards  etc. 

Operational systems maintain records of daily 

business transactions.Traditional databases support 

on-line transaction processing (OLTP), which 

includes insertions, updates, and deletions, while 

also supporting information query requirements. An 

operational database contains enterprise data which 

are up to date and modifiable. As the name implies, 

it is the database that is currently and progressive in 

use capturing real time data and supplying data for 

real time computations and other analyzing 

processes. 

A database structure commonly used in GIS in 

which data is stored based on 2 dimensional tables 

where multiple relationships between data elements 

can be defined and established in an adhoc manner. 

Relational Database Management System - a 

database system made up of files with data elements 

in two-dimensional array (rows and columns).This 

database management system has the capability to 

recombine data elements to form different relations 

resulting in a great flexibility of data usage. SQL is 

used to manipulate relational databases. The 

relational model contains the following 

components:        

 

•Collection of objects or relations.                         

•Set of operations to act on the relations.            

•Data integrity for accuracy and consistency. 

 

All other database structures can be reduced 

to a set of relational tables. It is easy to use when 

compared to other database systems.Traditional 

databases are optimized to process queries that may 

touch a small part of the database and transactions 

that deal with insertions or updates of a few tuples 

per relation to process. 

 

Because of the very dynamic nature of an 

operational database, there are certain issues that 

need to be addressed appropriately. An operational 

database can grow very fast in size and bulk so 

database administrations and IT analysts must 

purchase high powered computer hardware and top 

notch database management systems. The 

operational database is the source of data for the 

data warehouse. 

 
B.  Datawarehouse (OLAP) 

According to Surajit Chaudhuri and 

Umeshwar Dayal as in [6], a data warehouse is a 

“subject-oriented, integrated, timevarying,non-

volatile collection of data that is used primarily in 

organizational decision making as in [7]. Typically, 

the data warehouse is maintained separately from 

the organization’s operational databases. The data 

warehouse supports on-line analytical processing 

(OLAP), the functional and performance 

requirements of which are quite different from 

those of the on-line transaction processing (OLTP) 

applications traditionally supported by the 

operational databases. 

 

A data warehouse is a centralized repository 

that stores data from multiple information sources 

and transforms them into a common, 
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multidimensional data model for efficient querying 

and analysis as shown in Figure 1. 

 
Figure 1: Data Warehouse Architecture 

  Historical, summarized and consolidated 

data is more important than detailed, individual 

records. Since data warehouses contain 

consolidated data, perhaps from several operational 

databases, over potentially long periods of time, 

they tend to be orders of magnitude larger than 

operational databases; enterprise data warehouses 

are projected to be hundreds of gigabytes to 

terabytes in size. The workloads are query intensive 

with mostly ad hoc, complex queries that can access 

millions of records and perform a lot of scans, joins, 

and aggregates. Query throughput and response 

times are more important than transaction 

throughput. To facilitate complex analyses and 

visualization, the data in a warehouse is typically 

modeled multidimensional. 

The 3-D data cube of the sales data with respect to 

time, item, and location is shown in Figure 2. 

 
Figure 2: Multidimensional data (Data Cube) 

Typical OLAP operations include rollup (increasing 

the level of aggregation) and drill-down (decreasing 

the level of aggregation or increasing detail) along 

one or more dimension hierarchies, slice and dice 

(selection and projection), and pivot (re-orienting 

the multidimensional view of data). 

Decision support usually requires consolidating 

data from many heterogeneous sources: these might 

include external sources such as stock market feeds, 

in addition to several operational databases. The 

different sources might contain data of varying 

quality, or use inconsistent representations, codes 

and formats, which have to be reconciled. Finally, 

supporting the multidimensional data models and 

operations typical of OLAP requires special data 

organization, access methods, and implementation 

methods, not generally provided by commercial 

DBMSs targeted for OLTP. It is for all these 

reasons that data warehouses are implemented 

separately from operational databases. 

A popular conceptual model that influences the 

front-end tools, database design, and the query 

engines for OLAP is the multidimensional view of 

data in the warehouse. 
C.    Hadoop Distributed Filesystem (HDFS) 

According to P.Sarada Devi, V.Visweswara 

Rao and K.Raghavender as in [8], Data warehouse 

is a collection of heterogeneous data which can 

effectively and easily manage the data from 

multiple databases in a uniform fashion. In addition 

to data warehousing ETL, many technologies such 

as ERP (Enterprise Resource Planning), SCM,SAP, 

BI tools are used in the world market for handling 

structured data efficiently and effectively.In order 

to handle the large amount of structured, semi 

structured and unstructured data generated by 

different social network or industries, Hadoop is 

being used. 

Hadoop is a framework developed as an 

Open Source Software based on papers published in 

2004 by Google Inc. that deal with the “Map 

Reduce” distributed processing and the “Google 

File System”, a system they had used to scale their 

data processing needs. Hadoop is an open source 

framework for writing and running distributed 

applications that process large amounts of data''. It 

consists of two main components –  

Storage: The Hadoop Distributed File System 

Processing: "Map Reduce'' 
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Figure 3: Hadoop Architecture 

HDFS is the storage component of Hadoop. It’s a 

distributed file system that’s modeled after the 

Google File System (GFS) paper [11]. Files in 

HDFS are stored across one or more blocks, and 

each block is typically 64 MB or larger. Blocks are 

replicated across multiple hosts in the hadoop 

cluster to help with availability and fault tolerance. 

HDFS is able to store huge amounts of information, 

scale up incrementally and survive the failure of 

significant parts of the storage infrastructure 

without losing data. Hadoop creates clusters of 

machines and coordinates work among them. 

Clusters can be built with inexpensive computers. If 

one fails, Hadoop continues to operate the cluster 

without losing data or interrupting work, by shifting 

work to the remaining machines in the cluster. 

HDFS manages storage on the cluster by breaking 

incoming files into pieces, called “blocks,” and 

storing each of the blocks redundantly across the 

pool of servers. In the common case, HDFS stores 

three complete copies of each file by copying each 

piece to three different servers [9]. 

Map Reduce is a batch-based, distributed 

computing framework modeled after Google’s 

paper on Map Reduce [12]. Map reduce data 

processing model has two main phases - 

''MAPPING'' and ''REDUCING''. 

Mapping Phase: Map Reduce takes the input data 

and feeds each data element to the mapper which 

filters and transforms the input data into the desired 

format for business use.  

Reducing Phase: The reducer processes all the 

outputs from the mapper and arrives as a final result 

by performing business logic to get the desired 

output. 

 

 
Figure 4: MapReduce Architecture 

MapReduce Architecture 
         The processing pillar in the Hadoop 

ecosystem is the MapReduce framework. The 

framework allows the specification of an operation 

to be applied to a huge data set, divide the problem 

and data, and run it in parallel. From an analyst’s 

point of view, this can occur on multiple 

dimensions. For example, a very large dataset can 

be reduced into a smaller subset where analytics can 

be applied [10]. 

 In Hadoop, these kinds of operations are written as 

MapReduce jobs in Java. There are a number of 

higher level languages like Hive and Pig that make 

writing these programs easier. The outputs of these 

jobs can be written back to either HDFS or placed 

in a traditional data warehouse. 

III.    COMPARISION 
TABLE 1 

COMPARISION OF OLTP, OLAP, HDFS 

 Database 

(OLTP) 

Datawarehouse   

(OLAP) 

Hadoop 

(HDFS) 

Type 

of data 

Transactiona

l data, 

detailed 

data. 

Historical data, 

Derived data, 

Metadata 

 

Real time 

data, 

derived, 

enterprise, 

Simple 

and 

complex  

data 

Data 

Storag

e 

Stores 

operational 

data – 

structured 

data 

Stores historical 

information – 

structured data 

 

Stores 

enterprise 

data - 

structured, 

semi 

structured 

and 

Unstructur

ed data.  

Data 

Modeli

Network , 

hierarchical, 

Conceptual, 

Logical, And 

File 

system(Sc
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ng 

techni

ques 

object 

oriented, 

object 

relational 

and  

Relational 

modeling 

techniques 

(Schema-on-

write) 

Physical Data 

modeling 

techniques. 

hema-on-

read) 

Optimi

zation 

Efficient for 

performing 

read-write 

operations of 

single point 

transactions. 

Efficient for 

performing 

Reading/retrieving 

large data sets and 

for aggregating 

data. 

HDFS is 

efficient 

for 

performin

g reading 

and 

writing 

large files 

(gigabytes 

and 

larger). 

High 

throughput   

Data 

Access 

techni

ques 

Access to 

few records 

at once by 

predefined 

transactions 

 Access a lot of 

records in each 

access  by ad hoc 

queries and 

periodic reports 

 

Access 

Streaming 

data, large 

volumes 

of data  

  

Data warehousing is faster and cost effective when 

compared with Apache Hadoop.Unlike traditional 

ETL tools, Hadoop persists the raw data and can be 

used to re-process it repeatedly in a very efficient 

manner .Hadoop mostly process semi structured 

and unstructured data also, whereas Data 

Warehouse is best suited for processing only 

structured data efficiently. 

 

 
Figure 5: Showing OLTP, OLAP, Hadoop 

 

 

IV. CONCLUSION 

Thus, the operational/traditional databases are used 

to store an application specific data pertaining to an 

Organization or Enterprise.This data is used for 

query purpose.But, in order to store large amount of 

data compared to Traditional database, which is 

further used for analysis purpose, based on which 

the business decisions are made, Datawarehouses 

are maintained. Incontrast, to store 

Zettabytes of structured/unstructured dynamic data, 

Hadoop distributed File systems are used. These are 

more efficient and fault tolerant. 
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