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ABSTRACT : In the present paper we will establish a fundamental result which has been used in the principle
of minimum cross entropy application to the estimation of parameter. Our another result is by using Havrda-
Charvat measure of entropy which has been described by Kullback's minimum cross entropy. At the end of this
paper we have represented some useful inequalities by using different measures of entropy.
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1. INTRODUCTION
Lind and Solona [2] introduced the principle of minimum

cross-entropy in two stages. Vinocha and Singla [3] in their
paper used an important result which also has been used
by [2]. Our discussion is as follows:

1.1. Discussion: As discussed in [1], let the random sample
be x0, x1, x2, ...,xn, xn + 1 without loss of generality we assume
that
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In the first stage we assume θ to be known. Since the
area under the density function g(x, θ) in the (n + 1)
subintervals are not equal if possible we choose another
density function h(x, θ) that has an area 1/(n + 1) in each
subinterval and that is close to g(x, θ) as possible i.e. we
choose g(x, θ) to minimize,
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In the second stage we choose θ in such a way as to
make the two distributions with density functions. g(x, θ)
and h(x, θ) as close as possible. For this we minimize either.
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subject to (3) gives us to minimize
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which are basically Shannon's and Berg measure of
entropy respectively.

II. ANALYSIS
Here we will show below three important result using

Lagrange's equation of calculus of variation.

2.1. Result: We will show minimizing either of the measures
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where φ(.) as a twice differentiable convex function with
φ(1) = 0 subject to (3) gives us (4) as it was described
earlier.

2.1.1. Proof: 1st Part

Let the Lagrangian function be
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 Since φ(.) is a convex function so φ(.) is a monotonic
increasing function and so φ′–1(.) exists
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Which is same as (4)
2.1.2. Proof : 2nd Part
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which is the desired result as in equation (4)
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us (2).
2.2 Result: Here we will minimize the cross entropy of
g(x, θ) relative to h(x, θ) and of h(x, θ) relative to g(x, θ) by
using the Havrda-Charvat measure of entropy of the second
stage of the method discussed in the introduction and we
will also find the result when α → 1.

Let us minimize the Havrda-Charvat measure of cross
entropy
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2.2.1. Now from (13) we have to minimize
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which is Shannon's measure of entropy,
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2.2.2. Again we will minimize
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which is the Bergs measure of entropy.

2.3. Result : Now we will show some inequality which are
important result too. At first let us consider the beta
distribution, now from [4] we know it is maximum when
m = 1, n = 1 and Smax is a concave function of moment
values we will prove.

2.3.1. ln B(m, n) + m + n – 2 > 0 ...(27)

We know that Shannon and Berg both the measure of
entropy are concave, permutationally symmetric and maximum
for the uniform distribution, Shannon's measure of entropy
is defined for zero probabilities also and always positive
(≥ 0), but Berg's measure is not finite for degenerate
probability distribution and is always negative (≤ 0).
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III. CONCLUSION
The results in this paper show that we get the same

result when we use φ(.) a convex function twice
differentiable which is basically Csiszer's function. As it has
been already showed in [1] that Kull-back Lieber's measure
is a special case of Csiszer's measure and which is also a
limiting case of the Havrda-Charvat measure of entropy.
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