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Abstract- Spamming is the practice of sending mass mailings to large numbers of people who have no relationship with the sender and 
who did not ask for such emails. Growing volume of spam mails has generated a need for development of filter detecting unsolicited emails. 
Many spam filtering techniques have made considerable progress in recent years. The predominant approaches include data mining meth-
ods and machine learning methods. Many techniques applied to text categorization like machine learning, information retrieval but they 
have the difficulty of high dimensionality. Many Spam filtering techniques have been proposed in the literature. But the performance of 
spam filters depends on the methods applied for reducing the dimensionality is still a challenging task. In this paper, we compare the vector 
space model which depends on “bags of words” and probabilistic model which depends on the probability. The results possess simplicity, 

flexibility, performance and formalism of the probabilistic model is more as compared to the vector space model. 
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Introduction  

Email is a simple and effective method to communicate anyone 
and everyone in world wide. But the tremendous amount of unso-
licited electronics mail, which is known as spam, has recently in-
creased enormously and becomes a serious problem to user. 
Spam problem is increasing day by day as number of internet user 
is increasing. Mass mailing not only affect the single user account 
but it can create a great problem to internet servers also. By con-
sidering these problems, there exist strong requirement for a spam 
filter, which can protect user account as well as large mail servers. 
However a lot of studies have been undertaken to create and im-
proved spam filter but in this paper, the comparison of probabilistic 
model and vector space model to filter the spam will be discussed. 
In vector space model, tf (term frequency) and imf (inverse mes-
sage frequency) combined with machine learning techniques, 
which are commonly used to detect spam. Apart from this, the 
probability model for spam filtering does not rely on the arbitrary 
rules. Each message is assigned weight and probability that any 
given weight occurred in a spam is computed. By using this infor-
mation it is possible to compute the overall probability that the 
email is spam or legitimate. Apart from Vector Space Model, the 
probabilistic model computes the similarity coefficient between the 
query and the message as probability that the message will be 
relevant to the query. This will reduce the relevance ranking prob-
lem. In this probabilistic model the term weight is estimated, which 

is based on how often the term appears or does not appear in a 
given message. In this paper, the use of term weights is based on 
probability to efficiently and effectively find the message ranking to 
estimate the probability of their relevance to query. The key is as-
sign probabilities to components of the query and then use each of 
these as evidence in computing the final probability that the mes-
sage is relevant to the query. The organization of the rest of the 
paper is as follows: Section 2 outlines the related work on e-mail 
classification techniques and Section 3 describes vector space 
model with example and algorithm. Section 4 presents details of 
probabilistic model for spam filtering and Section 5 presents the 
experimental results. Finally, the paper ends with conclusion in 

Section 6. 

Related Work 

E-mail classification techniques are able to control the problem in a 
variety of ways. Detection and protection of spam e-mails from the 
e-mail delivery system allows end-users to regain a useful means 
of communication. Over the past few years, different approaches 
have been presented to provide resistance against spammers. 
Prior studies commonly consider spam filtering a classical text 
categorization problem [1-6] though other approaches also are 
possible (e.g., blacklists of known spammers and white lists of 
trusted senders, hand-crafted rules that block messages containing 
specific words or phrases). Common classification analysis algo-
rithms used in the context of spam filtering include Bayesian-like 
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approach [10-11] or a rule-based approach [3,7] and some use a 
cryptographic solution to protect against spamming problem [9]. 
There have been several studies in this application, which include 
keyword- based, phrase-based and character-based[17]. Naive 
Bayes-based [13,16] method is also another efficient approach of 
keyword and phrase based. It is a probabilistic classification by 
using features extracted from emails. Additionally, SVM [9,18] and 
decision tree based on ID3, C4.5, or C5 algorithm, can be identified 
as the representative methods to analyze keywords in email 
[12,15]. Finally, although unsolicited content is current affecting not 
only e- mail, but also search engines and blogs, this survey focus-

es solely on dealing with e-mail Spam. 

Vector Space Model for Spam Filtering 

The vector space model procedure can be divided in to three stag-
es. The first stage is the message indexing where content bearing 
terms are extracted from the document text [8,14]. The second 
stage is the weighting of the indexed terms to enhance retrieval of 
message as spam. The last stage ranks the message with respect 
to the query according to a similarity measure. After defining the 
measure for the similarity between messages the design corre-
sponding clustering algorithm has been done. The clusters are so 
formed on the basis of similarity used for further processing. The 

VSM framework is presented in [Fig-1]. 

Fig. 1- Vector Space Model framework for Spam Detection  

This method constructs the spam detection model by contents of 
various kind of mail and finds spam and legitimate from the corpus. 
The algorithm has been proposed as shown in [Fig-2] that can be 

applied on bulk of the messages to detect the spam mails. 

Fig. 2- Vector Space Model based Spam Filter Algorithm 

Consider a case of query and message collection consisting of 

three mail  

 Q: “Free ticket click” 

 M1: “Guaranty of free shirt in a mall” 

 M2: “Delivery of ticket movie in a ticket click” 

 M3: “Guaranty of free movie in a click”  

In the collection there are three mail documents n=3. If the term 
appears in only one of the three mail document, its imf is log(n/mfj)
=log(3/1)=0.477. If the term appears in two of the three mail docu-
ment, its imf is log(2/1)=0.176 and it appears in all the three docu-
ments it has an imf= log(3/3)=0. The imf for the terms in the three 

mail documents are as: 

imfa = 0 

imfclick = 0.176 

imfdelievry= 0.477 

imffree = 0.176 

imfguaranty = 0.176 

imfin = 0 

imfmall= 0.477 

imfmovie = 0.176 

imfof = 0 

imfshirt = 0.477 

imfticket = 0.176 

Mail document vectors now be constructed. Since eleven terms 
appear in the mail document collection, an eleven-dimensional mail 
document vector is constructed as shown in [Table-1]. The alpha-
betical ordering given above is used to construct the mail docu-
ment vector. The weight for the term i in the vector j is computed as 

the imf × tfij. 

Table 1- Terms Appear in the Collection 

The mail document vectors are 

SC(Q,M1) = (0)(0) + (0)(0.176) + (0)(0) + (0.176)(0.176) + (0)

(0.477 + (0)(0) + (0)(0) + (0)(0.477)= (0.176)2 = 0.031 

Similarly, 

SC(Q,M2) = (0.352)(0.477) + (0.176)2 = 0.519 

SC(Q,M3) = (0.176)2 + (0.176)2 = 0.062 

Hence the mail document M2 having weight more than M1 and M3. 

Probability Based Model for Spam Filtering 

A probabilistic model based on likelihood that a term will appear in 
a relevant message is computed for each term in the collection. For 
terms that match between query and the message, the similarity 
measure is computed as the combination of the probabilities of 
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Message t1 t2 t3 t4 t5 t6 t7 t8 t9 t10 t11 

M1 0 0 0 0.176 0.176 0 0.477 0 0 0.477 0 

M2 0 0.176 0.477 0 0 0 0 0.176 0 0 0.352 

M3 0 0.176 0 0.176 0.176 0 0 0.176 0 0 0 

Q 0 0.176 0 0.176 0 0 0 0 0 0 0.477 
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each of the matching terms. This method constructs the spam de-
tection model based on term weight assignment which is further 
used to determine the total message weight as shown in [Fig-3]. 

Only term is taken as consideration to avoid lengthy processing. 

Fig. 3- Vector Space Model framework for Spam Detection  

To detect the spam from the corpus the similarity measure of mes-
sages has to calculate on the bases of these term weight. The 
algorithm has been proposed that can be applied on bulk of the 

messages to detect the spam mails and shown in [Fig-4]. 

The terms in the query are assigned weights which correspond to 
the probability that a particular term, in a match with a given query, 
will retrieve a spam message. The weights for each term in the 

query are combined to obtain a final measure of relevance.  

Fig. 4- Probabilistic Model based Spam Filter Algorithm 

Four weights are then derived based on different combinations of 
these ordering principles and independence assumptions [18] are 
shown in equation 1. Given a term t, consider the following quanti-

ties: 

 M: number of messages in the collection 

 S: number of relevant messages for a given query q 

 m: number of messages that contain the term t 

 s: number of relevant messages that contain term t 

 ……(1)  
When in complete relevance information is available, 0.5 is added 
to the weights to account for uncertainty involved in estimating 

relevance. Consider the same example as previously used in vec-
tor space model to compute the similarity coefficient, assign term 
weights to each term in the query, then sum the weights of match-
ing terms. Frequency of each term in query is shown in [Table-2]. 
Now using the equation 1, weights w1,w2,w3 and w4 have for each 
term has been computed and the results are summarized in [Table-

3]. 

Table 2- Frequencies for Each Query Term  

Table 3- Term weight 

On the basis of term weights, the message weight has been calcu-

lated as shown in [Table-4]. 

Table 4- Message weight 

The similarity coefficient for a given messages is obtained by sum-
ming the weights of term present. [Table-4] gives the similarity 
coefficient for each of four different weighing schemes. For M1, 
free is only term appear so the weight for message M1 is just the 
weight of free, which is -0.079. For, ticket and click which appear in 
M2 have total weight 0.240. For Message M3, free and click ap-
pear so the total weight of M3 is 0.064. On the basis of similarity 
coefficient basis the message M2 is more relevant to the query and 

declared spam. The ranking is same as in vector space model. 

Experimental Result 

To test the efficiency of our results, Initial tests have been done on 
20 messages. Both the filters performed well. But in this compari-
son, Probabilistic model for spam detection is more efficient than 
the vector space model. The spam precession is (approx. 90%) 
more in probabilistic model as that of vector space model (87%). 
Apart from the query frequency and term weight calculating 
scheme is better than the tf.idf lengthy scheme. The results predict 
that probability model is more fast and effective than the vector 
space model with the less complexity of index and positioning in 

the vector space model.  

Conclusion  

In the vector space model, the messages and query are represent-
ed as vectors. Similarity among the messages and between mes-
sage and the query is defined in terms of distance between two 
vectors. As one of common similarity measures is the cosine simi-
larity, in which the difference between two documents or document 
and a query as the cosine of angle between these two vectors. In 
the probabilistic model, the individual term estimates can be com-
bined into a total estimate of relevance of spam, it is necessary to 
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  free click ticket 

M 3 3 3 

m 2 2 1 

S 2 2 2 

s 1 2 1 

  w1 w2 w3 w4 

click 0.143 0.523 0.523 1.176 

free -0.079 -0.176 -0.176 -0.477 

ticket 0.097 0.301 0.176 0.477 

  w1 w2 w3 w4 

M1 -0.079 -0.176 -0.176 -0.477 

M2 0.24 0.824 0.699 1.653 

M3 0.064 0.347 0.347 0.699 
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describe a means of estimating the individual term weights. The 
main advantage to the probabilistic model is that it is entirely based 
on probability theory. The inference is that other models have a 
certain arbitrary characteristic and perform well experimentally, as 
they are lack in theoretical basis, the reason is that, the parameters 
are not easy to estimate. The probabilistic model uses the basic 
probability theory with some key assumptions to estimate the prob-
ability of relevance. Here the term weight issued to calculate the 

real spam from the set of emails. 
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