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Abstract- DNA microarray technology is a fundamental tool in gene expression data analysis. The collection of datasets from 
the technology has underscored the need for quantitative analytical tools to examine such data. Due to the large number of 
genes and complex gene regulation networks, clustering is a useful exploratory technique for analyzing these data. Many 
clustering algorithms have been proposed to analyze microarray gene expression data, but very few of them evaluate the 
quality of the clusters. In this paper, a novel cluster analysis technique has been proposed without considering number of 
clusters a priori. The method computes a similarity measurement function based on which the clusters are merged and 
subsequently splits a cluster by computing the degree of separation of the cluster. The process of splitting and merging 
performs iteratively until the cluster validity index (i.e. DB index) degrades. The experimental result shows that the proposed 
cluster analysis technique gives comparable results on gene cancer dataset with existing methods. This study may help raise 
relevant issues in the extraction of meaningful biological information from microarray expression data. 
Keywords- DNA microarray data, Clustering technique, Cluster validity index, Similarity measurement, Splitting and Merging, 
Cancer data analysis  
 
1. INTRODUCTION     
Gene expression microarrays provide a popular technique 
to monitor the relative expression of thousands of genes 
under a variety of experimental conditions. In spite of the 
enormous potential of this technique, challenging 
problems remain associated with the acquisition and 
analysis of microarray data [4, 25] that may have a 
profound influence on the interpretation of the results. 
Gene microarray data have provided the opportunity to 
measure the expression level [2- 4] of thousands of genes 
simultaneously and this kind of high-throughput data has 
a wide application in bioinformatics research. In DNA 
microarray data analysis, for example, biologists measure 
the expression levels of genes (thousands of them) in the 
tissue samples from patients, and seek explanations 
about how the genes of patients relate to the types of 
cancers they had. Many genes could strongly be 
correlated to a particular type of cancer. However, 
biologists prefer to focus on a small subset of genes that 
dominates the outcomes before conducting in-depth 
analysis and expensive experiments with a larger set of 
genes. Therefore, automated discovery of this small 
subset known as feature selection [5, 6] is highly 
desirable. A typical microarray data matrix contains the 
expression levels of thousands of genes across different 
experimental samples. DNA microarray technology has 
directed the focus of computational biology [7] towards 
analytical data interpretation [8]. However, when 
examining  microarray data, the size of the data sets and  

 
noise contained within the data sets compromises precise 
qualitative and quantitative analysis [9]. A standard 
objective of microarray data analysis is to better 
understand the gene-to-gene interactions that take place 
amongst the entire gene pool.  
Gene data clustering plays a vital role in microarray 
(gene) data analysis and computer vision. It is often used 
to partition a microarray data into separate regions. Gene 
data clustering [1,10,15] when viewed as a clustering 
problem aims to partition the given microarray data into 
clusters  such that some rows of microarray data within a 
cluster are homogeneous whereas the rows from different 
clusters are heterogeneous with respect to some similarity 
measure.  Some popular clustering algorithms such as k-
means [10-13], fuzzy clustering [10, 16, 17], particle 
swarm optimization (PSO) [18, 19] and mixture model [14] 
are often used in gene data clustering. All these 
algorithms try to minimize the within-cluster (average 
intra-cluster) variance or maximize the inter-cluster 
separation. These traditional techniques are failed to 
handle noisy data properly.  
In the paper, a novel cluster analysis method has been 
proposed for partitioning DNA microarray data sets which 
is accurate and also robust in noisy environment. The 
method initially generates sufficiently large number of 
clusters by k-means algorithm [10-13] and then introduces 
merging and splitting procedure on the clusters. In each 
iteration, first merging operation occurs successively until 
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a certain condition (explained below) is satisfied and then 
splitting operation is invoked once. The process 
terminates while no merging and splitting occurs in two 
consecutive iterations.     
In merging procedure, similarity between every pair of 
clusters are measured using the proposed criterion 
function and the cluster pair with maximum similarity are 
merged together. After merging, average Davies-Bouldin 
index (DB index) [20-22] of clusters are computed and 
compared with that obtained before merging. If the new 
value is less than or greater by a small threshold than the 
old value, the merging process is continued, otherwise, 
rollback the process to obtain previous set of clusters.    
In splitting procedure, intra cluster distance is computed 
to measure the dispersion of the objects in the clusters. 
The clusters with intra cluster distance greater than a 
threshold are split into three disjoint clusters as follows: 
(i) Consider mean and two most distant objects of the 
cluster as three initial clusters.  
(ii) An object is placed to one of the three clusters to 
which it is nearest.  
The proposed clustering methodology does not assume 
any particular underlying distribution of the data set being 
considered. Computationally it is simple like the k-means 
algorithm. On the other hand, it should not sufferer from 
the limitation of the traditional clustering algorithms which 
may fail in noisy environment. 
The article is organized into four sections. Section 2 gives 
the detailed description of the proposed cluster analysis 
methodology. The performance of the proposed method is 
evaluated in Section 3 using a variety of gene data 
(microarray data) and compared the results with k-means 
clustering technique. Finally, conclusions are drawn in 
Section 4. 
  
2. CLUSTER ANALYSIS  
Cluster analysis partitions gene data into meaningful 
clusters which capture the natural structure of the data to 
find genes that have similar functionality. For 
understanding the distribution of data objects in a group, 
cluster analysis has long been applied in diverse field 
starting from information science to social sciences and 
more importantly recently in biological science [23]. 
Cluster analysis [10, 11, 14] groups gene data based on 
the available information describing their relationships. 
The goal of clustering is to group the similar (or related) 
genes in a cluster and dissimilar (or unrelated) genes in 
different clusters. Clustering partitions gene microarray 
data into certain number of groups of similar genes by 
using a similarity function explores natural structure and 
identifies interesting patterns in data. Many interesting 
algorithms [1, 10, 14] are applied to analyze very large 
datasets but a comprehensive criterion, which would be 
independent of the final aim of the clustering, has not 
been formulated yet. Consequently, the clusters become 
unstable with slight variation of the parameters used in 
the algorithms. Therefore, the issue closely related to 
cluster analysis is validation of clusters. However, most 
algorithms don’t provide any means for its validation and 
evaluation. So it is very difficult to conclude which are the 

best clusters and should be taken for next step of data 
processing. The best criterion is greatly dependent on the 
final aim of the clustering and provided by the users to 
meet their requirements. There are validity indices [20-22] 
proposed by the researchers that quantize the goodness 
of a partition by measuring membership distributions, 
entropies of the partition, compactness of clusters and 
others.  
In the paper, clusters are analyzed by proposed merging 
and splitting technique and goodness of the partitions are 
measured with the help of DB-index (Davies-Bouldin 
index) [20, 22]. The method initially generates sufficiently 
large number of clusters by k-means algorithm [10-13] on 
microarray gene expression data sets and then introduces 
merging and splitting procedure on the clusters. Here, 
cluster validity index namely, DB-index is computed and 
used after merging process to measure the goodness of 
the clusters which finally helps to obtain optimum set of 
clusters. The computation of DB-index is for a set of 
cluster is described briefly below:  
It is a function of the ratio of the sum of within-cluster 
scatter to between-cluster separation. Let 
퐶 ,퐶 , … … . . ,퐶  be the k number of clusters and then 
DB-index is defined by equation (1). 

퐷퐵 =
1
푘 푚푎푥 , ,…., 	 	 (

δ + δ
푑 )										(1) 

 
Where, δi2 and δj2 are the variance of clusters Ci and Cj, 
respectively and dij2 is the distance of cluster centers 
between Ci and Cj. As a low scatter/variance and high 
distance between clusters lead to low value of Rij, low 
value of DB corresponds to clusters that are compact and 
centers are far away from each other. So the smaller the 
DB-index better is the clustering [20, 22]. 
In each iteration, first merging operation occurs 
successively until a certain condition (explained below) is 
satisfied and then splitting operation is invoked once. The 
process terminates while no merging and splitting occurs 
in two consecutive iterations. The overall proposed 
method is described in Fig. 1. 

 
    Fig. 1- Illustrate flow diagram of proposed method 
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2.1 Merging of Clusters 
Data clustering for a gene data set partitions the data into 
different groups so that similar nature genes are in a 
single group. Similarity of genes can be measured based 
on different features (samples). Combination of them can 
be used to represent a row (gene) of micro array data [3, 
24]. Thus for each row (gene), a feature vector X is 
associated. Initially, sufficiently large number of clusters is 
formed on the set of feature vector X by K-means 
algorithm [10-13] with the assumption that actual number 
of clusters are very less compare to it. Suppose, there are 
n clusters for a data set and its DB index is DBn, obtained 
using (1). Then, for any two clusters Ci and Cj (i, j =1, 
2,…..,n and i ≠ j) similarity factor sij is computed using (2) 
with the implication that, smaller the sij closer the clusters 
are and vice versa.  
 

               푠 =
|δ δ δ |×

                                    (2) 
 
Where, N is a constant used as normalization factor, δi2 
and δj2 are the variance of clusters Ci and Cj respectively, 
δij2 is the variance of cluster Cij obtained combining 
clusters Ci and Cj computed using (3) and 	푑 =

|µ − µ |  gives the distance between the cluster 
centers  µi and µj. 
                          

            δ =
× δ × δ

                         (3) 
 
Where, ni and nj denote the number of objects in clusters 
Ci and Cj respectively, 푑 = |µ − µ |  gives the 
distance between clusters Ci and Cij and 	푑 =

|µ − µ |  gives the distance between clusters Cj and 
Cij. The weighted mean µ  representing the center of 
combined cluster Cij is computed using (4). 
 

                µ =
×µ ×µ

                                 (4) 
 
From (2) it is noticed that, if the difference between the 
sum of the variance of two clusters and the variance of 
the cluster obtained by the combination of two clusters is 
low and at the same time the distance between two 
individual cluster center is low, then the similarity factor 
between the cluster is low and the clusters are closed to 
each other. This implies that less the similarity factor 
between the cluster pair more compact the clusters are.   
Thus, a similarity matrix S = (sij)nn is generated using (2) 
which is a symmetric matrix with empty diagonal entries, 
as the similarity of a cluster with itself is not required. So, 

( ) similarity factors among each possible cluster 
pairs stored above the leading diagonal of S carry the 
information based on which clusters are merged. 
 In each iteration, only the cluster pairs with lowest 
similarity factor are merged reducing number of clusters 
by one. As a result, (n – 1) clusters are obtained whose 
DB index DBn-1 is computed using (1). The process 

terminates if DBn-1 is large enough then DBn and the 
system is roll backed to the previous state to preserve the 
previous set of n clusters; otherwise same process is 
repeated with (n – 1) clusters. The detail algorithm for 
merging process is given below:  
 
Algorithm: Merging_of_Clusters (CLUS, n) 
 
Input: CLUS = {C1, C2, …, Cn} of n clusters obtained by 
K-Mean algorithm 
Output: Set of clusters in CLUS after merging 
 
Begin 
  DBold = DB index of CLUS using (1)  
  For i = 1 to n { 
      For j = i+1 to n { 
          Sij = Similarity factor between Ci and Cj in CLUS   

using (2) 
       } 
  } 
    /*compute minimum stability factor and corresponding 
clusters*/ 
  min = S12    
  For i = 1 to n { 
       For j = i+1 to n { 
           If (Sij < min) { 
               min = Sij 
               p = i 
               q = j 
           }         
       } 
  } 
  Cpq = Cp  Cq 
  CLUS = CLUS   {Cpq} – {Cp} – {Cq}  
  DBnew = DB index of CLUS using (1)  
   If ((DBnew < DBold) | | ((DBnew - DBold) < )))  { 
       /*  > 0, a small threshold value*/ 
      n = n – 1 
      Merging_of_Clusters (CLUS, n - 1) 
   } 
   Else  {    /*rollback to obtain previous clusters*/ 
      CLUS = CLUS  {Cq}   {Cp} – {Cpq}  
      Return CLUS 
  } 
End 
 
2.2 Splitting of a cluster 
The data set is initially clustered by K-Mean’s algorithm 
with a large value of K. After it the clusters are only tried 
to merge using merging algorithm described in section 
2.1. So there is a high possibility that the objects are 
situated in scatter manner within the clusters. Such 
clusters are known as sparse clusters which need to be 
split into various clusters. In the paper, a sparse cluster is 
split into three clusters considering centroid of the sparse 
cluster and two most distant objects as their centers. The 
other objects of the sparse cluster are placed in one of the 
three clusters to which they are closest. The variance SCi 
of the objects in a cluster Ci is measured by their 
variance, computed using (5).  
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            SC(i) = ∑ ( 	)
| |∀ ∈                                (5) 

 
Where,  is the center of the cluster and d(x - ) is the 
Euclidian distance between an object x and center of the 
cluster. Each of the clusters with variance greater than a 
threshold () is split into three clusters. The splitting 
algorithm is described below:  
 
Algorithm: Splitting_of_Clusters (CLUS, n) 
 
Input: CLUS = {C1, C2,… ,Cn} of n clusters obtained after 
merging 
Output: Set of clusters in CLUS after splitting 
 
Begin 
    For i = 1 to n { 
              /* mean or center computation*/ 
          Sum = 0; 
          For j = 1 to |Ci| { 
                Sum = Sum + Xj   
          } 
   i = Sum / |Ci|   /* i is the mean or center of cluster Ci */ 
          /* scatter or variance within cluster */ 
      Sum = 0; 
      For j = 1 to |Ci| { 
          Sum = Sum + ||Xj - i|| 
      } 
     SCi = Sum / |Ci|  
    /* if computed scatter is greater than threshold (), cluster Ci    
splits into three clusters Cl1, Cl2 and Cl3 */  
   If (SCi >) { 
      ||Xp - Xq || = max | | max | |, ||푋 −	푋 ||     
      Cl1 = {i} 
      Cl2 = {Xp} 
      Cl3 = {Xq} 
      For j = 1 to |Ci| { 
          If (||Xj - i||==min (||Xj - i||, ||Xj - Xp||, ||Xj -     Xq||) 
                            Cl1 = Cl1  {Xj} 
          Else if (||Xj - Xp||==min (||Xj - i||,||Xj - Xp||,||Xj - Xq||)) 
                            Cl2 = Cl2  {Xj} 
                      Else Cl3 = Cl3  {Xj} 
                 } 
                 CLUS = CLUS – {Ci} {Cl1} {Cl2} {Cl3} 
           } 
     } 
End. 
 
3. EXPERIMENTAL EVALUATION 
Experimental studies presented here provide an evidence 
of effectiveness of proposed microarray data cluster 
analysis. The five microarray gene database used in the 
experiment are described below where each row in the 
data sets represents the expression pattern of one gene 
and each column represents an experimental sample. 
Experiments were carried out on large number of different 
kinds of microarray data (cancerous data), few of them 
[24, 25] described below are summarized. Each dataset 
contains two types of samples, one group is normal and 
other is cancerous. 

 
a. GDS2771 series data: There exist 2000 

rows (genes) and 72 columns (samples). 
Among these, 36 samples are normal and 
others are cancerous.  

b. GSE14407 series data: It contains 54675 
rows (genes) and 24 samples (12 ovarian 
surface epithelial cells and 12 laser 
capture micro deselected serous papillary 
ovarian cancers).  

c. GSE16415 series data: It contains 32878 
rows (genes) and 10 samples (5 diabetic 
and 5 control women samples). 

d. Carcinoma Normal dataset Cancer 
Research data (CNCR): This is a well-
understood gene data base. It contains 
7457 rows (genes) and 36 samples (18 
samples are normal and others are 
cancerous). 

e. Adenomas Normal Cancer Research 
data (ANCR): This is a well-understood 
gene data base. It contains 7086 rows 
(genes) and 8 samples (4 samples are 
normal and others are cancerous). 
 

The proposed technique initially generates large number 
of clusters by applying k-means algorithm with k over the 
range [40 – 60] and observes that the final results are not 
significantly changed (in terms of validity index measure). 
The clustering results described here are achieved by 
considering k = 50 initial number of clusters. After 
successive iteration of merging and subsequent splitting 
process discussed in section 2, final number of cluster is 
obtained, listed in Table 1. Considering same number of 
clusters as the value of k, k-means algorithm is applied on 
the data sets and a comparison is made in Table 1 
between the proposed and k-means algorithm by 
evaluating DB-index and RMS error in cluster sets. All the 
algorithms are implemented using Mat lab 7.8.1 version. 
The comparison is performed on PC (Intel(R) Core(TM) 2 
Duo T5750 2.0 GHz, 2.0 GHz with 2.0 GB of Ram). 
 

 
 
The results show that DB index and RMS errors produced 
by the proposed method are less than that produced by 
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the K-mean clustering methods for different five 
cancerous microarray data sets, which confirms the 
potentiality and superiority of the proposed method. The 
method changes number of clusters and corresponding 
DB-index in each iteration, the nature of which can be 
visualized by Fig. 2 to Fig. 6 for five mentioned data set. 
 

 
                       Fig. 2-GDS2771 series data set      

 
                   Fig. 3-  GSE14407 series data set 
 

 
                      Fig.4- GSE16415 series data set                             
                        

 
 
                              Fig. 5- CNCR data set 
 
             

 
                       
                              Fig. 6- ANCR data set 
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From the figures, it is observed that, DB value decreases 
as number of clusters reduces and for further reduction 
DB value increases, which terminates the process and 
gives optimal set of clusters. For example, in Fig. 2, 
number of clusters is gradually decreases from 50 to 18 
with decreasing DB value, and then DB value increases, 
which gives total 18 clusters for GDS2771 series data set 
as optimal set of clusters. The process always 
regenerates the clusters and at the same time number of 
clusters is reduced. For example, number of clusters 
reduces to 46 from 50 after first iteration for GDS2771 
series data set, shown in Fig. 2. Now k-means algorithm 
is applied with k = 46 and DB-index is computed for both 
the cluster sets obtained by the proposed and k-mean 
algorithms. This comparison is made in each iteration until 
the optimal set of clusters is found, shown in Fig. 7. 
Similar comparison is made for other data set from Fig. 8 
to Fig. 11.  
 

 
                  Fig. 7- DB-index comparison for GDS2771 
 
 
 

 
                 Fig. 8- DB-index comparison for GSE14407 
 

Fig. 9- DB-index comparison for GSE16415 
 
 
 

 
            Fig. 10- DB-index comparison for CNCR 
 
 
 

 
              Fig. 11- DB-index comparison for ANCR 
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4. DISCUSION AND CONCLUSIONS 
In the paper a novel cluster validation technique have 
been proposed for obtaining optimal set of clusters based 
on a new cluster similarity measure. Initially large 
numbers of clusters are generated using k-means 
algorithm, and then these clusters are successively 
merged and split based on their degree of compactness 
and separation. Experimental results shown for five 
different kinds of microarray cancerous data evaluates the 
performance of the proposed algorithm both qualitatively 
as well as quantitatively. Comparative study is made with 
traditional unsupervised algorithms namely k-means with 
respect to DB index and Root Mean Square error (RMS) 
which shows that the proposed method performs fairly 
well in terms of the clustering quality.   
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