U-control Chart Based Differential Evolution Clustering for Determining the Number of Cluster in $k$-Means
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Abstract: Determining the cluster number in $k$-means is problematic since it affects the quality of cluster for numerous applications in the data mining. The automatic clustering differential evolution (ACDE) is one of the most used clustering methods that are able to determine the cluster number automatically. However, ACDE still makes use of the manual strategy to determine a value $k$ activation threshold thereby affecting its performance. In this study, the u-control chart (UCC) method use to tackle the ACDE method problem. UCC method used for the initial step to get a value of the variables sought before initialization of the variable vector on ACDE. The UCC is a method from statistical process control (SPC) field which has proved to be effective in solving the problem of management control attributes. The performance of the proposed method was tested using seven public datasets from the UCI repository and Clustering basic benchmark repository and evaluated with Davies Bouldin Index (DBI) and CS measure. The results show that, the proposed method yields excellent performance compared to prior researches for most datasets with optimal cluster number yet lowest DBI and CS measure. It can be concluded that the UCC method is able to determine $k$ activation threshold in ACDE that caused effective determination of the cluster number for $k$-means clustering.
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1. Introduction

The $k$-means method is one of the hard partition methods in cluster analysis of the field of data mining. The $k$-means has advantages i.e. it is easy to implement, grouped a large dataset and stable performance across different problems [1, 2]. However, the clustering results of $k$-means depend on a certain number of clusters as inputs, if the estimated number of clusters does not tally with the final solution, the chances of clustering are very low [3, 4–7]. Meanwhile, getting the number of $k$ as an input on $k$-means is still not an easy task because the user requires prior specification number of the cluster [8]. This condition is termed a local optimum problem [9]. In practice, the local optimum problem is overcome by applying the method several times with a different number of $k$ then choosing the best results. Determining the number of clusters is significant for the $k$-means method [10]. Automatic clustering methods are one solution that helps the user determine the optimal number of clusters [11]. Therefore, the automatic clustering method is an effective solution to this problem.

Research on the determination of the number of clusters used automatic clustering methods which are based on Evolutionary Computation (EC) technique on $k$-means method has done a lot and has been published with different methods, namely Automatic Clustering Differential Evolution (ACDE) [12], combination methods between PSO and $k$-means on Dynamic Clustering with Particle Swarm Optimization (DCPSO) [13], Genetic Clustering for unknown $k$ clustering (GCUK) [14], and harmonious genetic clustering algorithm (HGCA) [15]. The detailed comprehensive related
evolutionary computation for automatic number of clusters you can see [16].

Automatic clustering methods have been used to determine the number of clusters in the \( k \)-means but are yet to achieve an accurate cluster result. Therefore, it is necessary to improve the performance of automated grouping methods used for determining the number of clusters. The ACDE method is the most popular EC techniques which have effectively improved the performance of automatic clustering methods proposed by previous researchers [12]. ACDE predicated on differential evolution (DE) method is one of the strongest, fastest, and most efficient global search heuristics methods in the world that is very easy to use with high-dimensional data, it can be employed using polynomial functions and other functions because it is easy to change the values of control variables such as NP, F, and CR to obtain good search results [7]. However, ACDE has a weakness in determining \( k \) activation threshold that is still dependent on user judgment [17].

The ACDE was then developed by [18] with a combination of ACDE and \( k \)-means method, they call it ACDE-\( k \)-means. This method termed as the automatic clustering approach based on differential evolution method combining with \( k \)-means for crisp clustering method aimed at improving clustering performance. The ACDE method is capable of finding the number of clusters automatically and is able to balance the evolutionary process of DE methods to achieve better partitions than the classic DE. However, the DE classic method still depends on user’s considerations to determine the \( k \) activation threshold thereby affecting the performance of the DE method [19].

The u-control chart (UCC) method is employed to determine the \( k \) activation threshold that is used for the initial step to get the value of the variables sought before initialization of the variable vector. The UUC is a method from statistical process control (SPC) which has proved to be effective in solving the problem of management control attributes [20], other methods such as p-control chart and c-control chart are methods but not used. This research focuses on UCC only. The UCC used to average the data to be measured is then reduced and added to find upper and lower bound values on the number of attributes to the searched variables. A product is said to have a good quality if the average value is at a threshold or the average value is between the upper and lower bound. Based on the above assumption, the data is good if it is within the threshold of the u-control chart.

The aim of this study is to apply the UCC method to determine \( k \) activation threshold on ACDE. Where ACDE is used to determine the number of clusters in \( k \)-means automatically and improve the performance of \( k \)-means.

This study is organized as follows. In section 2, there is an explanation of the related works. In section 3, there is a presentation of the proposed method. The experimental results of comparing the proposed method with others are given in section 4. Finally, the last section is devoted to concluding the work of this paper.

2. Literature review

Several studies have been carried out to find the number of clusters of \( k \)-means on automatic clustering evolutionary methods. The mostly used clustering methods, that is, the main methods, combined with evolutionary computation methods, are ACDE [12], ACDE-\( k \)-means [18], and HGCA [15]. So far, the clustering performance method to achieve optimal cluster number results is still a subject of further research because the best performance from all evaluations has not been completely achieved.

Determining the number of clusters has attracted much attention from the population-based optimization research community still a challenging problem that must be overcome. We first reviewed several strategies related to Differential Evolution to automatically determine \( k \). In early 2018, Das et al. [12] tried to use DE to automatically determine the number of \( K \) in real-life datasets. The results of their experiments showed that the proposed method was superiority in all datasets compared with the DCPSSO, GCUK, and Classical DE methods based on two DBI and CS measure evaluation indices. Following the research [12] flow, Kuo et al. [18] developed the Das et al. [12] method by combining ACDE and \( k \)-Means, and they call it ACDE-\( k \)-means. They developed ACDE and \( k \)-means for crunchy grouping. In this case, ACDE uses the basic DE method which has weaknesses as explained in Chapter 1. The purpose of this method is to find the optimal number of clusters in \( k \)-means without knowing information from a priori data. The two evaluation indices used were CS measure and VI index, then, the dataset tested came from the UCI: Iris and Wine repository, while the comparison method used was DE Classic showing superior ACDE-\( k \)-means from DE Classic in all datasets.

In addition to DE-based techniques, other population-based optimization techniques, such as GAS are also often used to automatically determine
Recently, Huang et al. [15] has proposed a genetic approach based on harmonious marriage in eugenic theory to produce more quality clusters while grouping data samples, called HGCA. HGCA aims to choose the most suitable partner for each chromosome and consider chromosomes, gender, age, and fitness when calculating mating attraction.

3. Materials and the proposed method

3.1 Clustering problem definition

Clustering problem can be defined as a data set $M = \{m_1, m_2, ..., m_n\}$, which contains $n$ data points in d dimension and the dataset will be grouped into $k$ number of clusters $C = \{C_1, C_2, ..., C_k\}$. There are three properties that should be maintained by hard partition problems:

1. each cluster should possess at least one data point assigned, i.e., Eq. (1).
2. no data point is common to two different clusters, i.e., Eq. (2).
3. each pattern must be attached to a cluster as indicated, i.e., Eq. (3).

$$C_i \neq \emptyset, \ i = 1, 2, ..., K \tag{1}$$

$$C_i \cap C_j = \emptyset, \ i, j = 1, 2, ..., K \text{ and } i \neq j \tag{2}$$

$$\bigcup_{i=1}^{K} C_i = M \tag{3}$$

The above three properties boil down to one question, that is, to determine the optimal cluster number $C = \{C^1, C^2, ..., C^{M(m,k)}\}$, where Eq. (4) is the number of feasible partitions and Eq. (5) is the same as optimize.

$$M(m,k) = \frac{1}{k!} \sum_{i=1}^{k} (-1)^i \binom{k}{i} (k-1)^i \tag{4}$$

$$\text{Optimize } f(M_{nxd}, C) \tag{5}$$

Where, $f$ is a mathematics-statistical function that determines the goodness of a partition premised on the distance measure of the patterns, while $C$ is a single partition from the set $C$.

3.2 Cluster validity indexes

The aim of the cluster validity index is to measure how efficient cohesion and separation are [11]. Compactness is used to measure variation or pattern of data within a cluster and separation shows cluster isolation from each other using matrix distance (usually their used Euclidean distance). There are many indices the validity index cluster can use, but in this study, only DBI/CS measure is used as clusters validity index to help find the right number of clusters because it has been widely used and is state-of-the-art. In this study, the same cluster validity (DBI/CS measure) original ACDE method is used as fitness function [17].

3.2.1. Davies Bouldin index (DBI)

The DBI was introduced by Davies and Bouldin [21]. It aims to determine how well clustering has been done by evaluating the quantity and attribute derived from the dataset. This index calculates the ratio between cluster cohesion and cluster separation. The formulas are as follows Eq. (6)-(9).

1. First, define the within $i^{th}$ cluster cohesion

$$S_{i,g} = \left[ \frac{1}{|C_i|} \sum_{\theta \in C_i} \left\| \tilde{x} - \bar{m}_i \right\|^{1/g} \right]^{1/g} \tag{6}$$

$$Z_{i,j,t} = \left\{ \sum_{p=1}^{g} \left| m_{i,p} - m_{j,p} \right| \right\}^{1/2} = \left\| m_i, m_j \right\|_t \tag{7}$$

Here $\bar{m}_i$ is the $i^{th}$ cluster center, $g, t \geq 1$, $g$ is an integer, $g$ and $t$ can be independently selected. $B_i$ is the number of elements in the $i^{th}$ clusters $C_i$.

2. Secondly, define between $i^{th}$ and $j^{th}$ cluster distance, see Eq. (7)

Where, $Z_{i,j,t}$ is a separation between cluster $C_i$ and $C_j$. $m_{i,p}$ is the $p^{th}$ element of $\bar{m}_i$ and there is $Z$ such elements in $m$ for it is a $Z$ dimensional centroid. Next, $R_{i,g,t}$ is defined as:

$$R_{i,g,t} = \max_{j \in K, j \neq i} \left\{ \frac{S_{i,g} + S_{j,g}}{Z_{ij,t}} \right\} \tag{8}$$

$R_{i,g,t}$ is a measure of how good the clustering schema is $Z_{i,j,t}$. $Z_{ij,t}$ is a separation between the $i^{th}$ and $j^{th}$.

3. Finally, DBI measure is defined

$$DBI(K) = \frac{1}{K} \sum_{i=1}^{K} R_{i,g,t} \tag{9}$$

the lowest value of $DBI (K)$ is a valid optimal clustering.

3.2.2. CS measure

The CS measure proposed by [22] is a simple clustering measurement index which can give more cluster centroids to the area that has lower density data than conventional clustering methods [18]. First, the cluster centroid of a cluster is found using
the average data vector which belongs to that cluster as shown in Eq. (10). Afterward, CS measure is calculated using Eq. (11), where the distance metrics between two data point \( \bar{x}_i, \bar{x}_j \) are represented by \( d(\bar{x}_i, \bar{x}_j) \).

\[
\bar{m}_i = \frac{1}{N_i} \sum_{X_j \in C_i} \bar{x}_j \tag{10}
\]

\[
CS(K) = \frac{\frac{1}{K} \sum_{i=1}^{K} \max_{x_i \in \bar{X}} d(x_i, \bar{x}_i)} {\frac{1}{K} \sum_{i=1}^{K} \max_{x_i \in \bar{X}} d(\bar{m}_i, \bar{x}_i)}
= \frac{\frac{1}{K} \sum_{i=1}^{K} \max_{x_i \in \bar{X}} [d(\bar{x}_i, \bar{x}_j)]} {\frac{1}{K} \sum_{i=1}^{K} \max_{x_i \in \bar{X}} [d(\bar{m}_i, \bar{x}_i)]} \tag{11}
\]

### 3.3 The k-means method

In brief, the k-means method attempts to find non-overlapping clusters which are represented by centroids. The k-means steps are as follows:

1. Assign the \( k \) center cluster to user randomly to be the starting cluster center,
2. Select a cluster (\( k \)) center randomly to be the starting cluster center,
3. Allocate all data to the nearest cluster center with distance matrix (Euclidean distance),
4. Recalculate the new cluster center based on data following each cluster,
5. Repeat steps 3 and 4 until a convergent condition is met or no data moves from one cluster to another

### 3.4 Differential evolution method

Differential evolution (DE) method was proposed by [23]. DE is a stochastic search method and a population-based search predicated on generating population dots to achieve a minimum of a function. The basic idea of DE is first, application of mutation to produce experimental vectors (trials vector), then trial vectors are employed in the crossover process to produce offspring and step size in mutations not sampled or indexed from known population distributions. There are four steps in DE [7], namely initialization, mutation, crossover and selection.

**Initialization.** Before initialization of the vector is searched, it is important to determine \( k \) activation threshold lower (\( l_{b_{\text{min}},j} \)) and upper bound (\( u_{b_{\text{max}},j} \)). K activation threshold will be utilized as the initial step of generating the value of the variable searched [0, 1]. Then, do the initialization process \( P_{i,d}(t) \) (randomly generated) which the initial population is based on [18]. The \( i^{th} \) is individual vector chromosome \( i^{th} \) of the population at time generation step \( t \) has \( d \) components (dimensions) as shown in Eq. (12). Furthermore, the initial value generation of first variable \( j^{th} \) and \( i^{th} \) vector is shown in Eq. (13). Then, it will flourish using mutation and crossover.

\[
P_{i,d}(t) = P_{i,1}(t), P_{i,2}(t), ..., P_{i,d}(t) \tag{12}
\]

\[
P_{i,j}(0) = l_{b_{\text{min}},j} + rand_{i,j}(0,1), (u_{b_{\text{max}},j} - l_{b_{\text{min}},j}) \tag{13}
\]

**Mutation.** After initialization, DE will cause the mutation and combine the initial population to have a population with the size of the \( N \) trial vector. The Trial vector is defined as \( Z_{i,d}(t + 1) \). In DE, mutations are done by adding two vectors \( P_{i,d}(t) \), \( P_{k,d}(t) \) differences to the third vector \( P_{i,d}(t) \) with Eq. (14). Differences of two vectors are selected by random need to be scaled first before being added to the third vector \( P_{i,d}(t) \) to put population growth rates under control.

\[
Z_{i,d}(t + 1) = P_{i,d}(t) + F(P_{k,d}(t) - P_{i,d}(t)) \tag{14}
\]

**Crossover.** At this stage, DE crossed each vector \( V_{i,d}(t) \) with a mutant vector \( Z_{i,d}(t + 1) \) to produce the vector of the crosses with Eq. (15).

\[
U_i(t + 1) = U_{i,d}(t + 1) = \begin{cases} 
Z_{i,d}(t + 1) & \text{if } rand_j(0,1) \leq CR \text{ or } j = rand(d) \\
V_{i,d}(t) & \text{if } rand_j(0,1) > CR \text{ or } j \neq rand(d)
\end{cases} \tag{15}
\]

**Selection.** Finally, to get a new offspring \( V_{i,d}(t + 1) \), the trial vector \( U_i(t + 1) \) will have compared to the objective function \( f(V_i(t)) \). If the trial vector \( U_i(t + 1) \) has a goal function value that is not as big as its objective function vector target \( f(V_i(t)) \) after that \( U_i(t + 1) \) will replace the position \( f(V_i(t)) \) in the population in the next generation. If the opposite happens, the target vector \( V_{i,d}(t) \) will remain in its position in the population. Then Mutation, crossover and selection operations will continue until some stopping criteria are reached.

\[
V_i(t + 1) = \begin{cases} 
U_i(t + 1) & \text{if } f(U_i(t + 1)) > f(V_i(t)) \\
V_{i,d}(t) & \text{if } f(U_i(t + 1)) \leq f(V_i(t))
\end{cases} \tag{16}
\]
3.5 Objective function

Objective function is a simulated search on a data set to guide towards an optimal global solution. In the case of clustering problems, the objective function usually uses the cluster validity index [11]. In this case, DBI and CS measure are used as objective function based on the finding of [12] as follows Eq. (17) and Eq. (18).

\[ f_1 = \frac{1}{CS(K) + \text{eps}} \]  
\[ f_2 = \frac{1}{DBI(K) + \text{eps}} \]  

The eps is a small bias term equal to \(2 \times 10^{-6}\) near zero. \(2 \times 10^{-6}\) is a cluster \(k\) for \(k\) with set number of clusters as initialization to cluster of the datasets.

3.6 Proposed \(k\) activation threshold of differential evolution method

The differential evolution (DE) method has a weakness in sample size population or \(k\) activation threshold which is used to determine what is often specified by the user. However, in this condition, it is found that the inappropriate choice of the population size may hamper the performance of DE method [19]. To solve this problem, u-control chart (UCC) is used as a proposed method to improve DE. The u-control chart is a type of control chart in statistical quality control, which is used to regulate the process and ensure quality [24]. There are three process steps for \(k\) activation threshold on DE, and they can be defined as follows:

\[ \bar{u} = \sum x_i h \]  
\[ ub = \bar{u} + K \frac{\bar{u}}{n_i} \]  
\[ lb = \bar{u} - K \frac{\bar{u}}{n_i} \]

3.7 The proposed method

In this research, a combination of the u-control chart (UCC) and differential evolution clustering automatic method is proposed to determine the number of clusters on \(k\)-means (UCC+ACDE-\(k\)-means). The aim of the UCC method is to control \(k\) activation threshold of the differential evolution clustering automatic method. The latter will search the optimal number of clusters in the data automatically as required by \(k\)-means. The representation of chromosome used is based on [14]. Because the differential evolution clustering automatic method produces a premature cluster, the \(k\)-means is implemented to repair the premature clustering.

As shown in Fig. 1 the steps for the complete proposed method are given here.

1. Prepare datasets.
2. Initialize each chromosome containing a selected number of \(k\) randomly selected clusters and specify the \(k\) activation threshold using the UCC method defined with a stage as follows Eq. (19), (20) and (21). In Eq. (19), the average value is given by the average of all attributes. After that Eq. (20), the upper bound (\(ub\)) is calculated. Next Eq. (21), the lower bound (\(lb\)) is calculated.
3. Generate initial population randomly based on predetermined $k$ activation threshold values.

4. Find the active cluster center, which is defined as shown in Eq. (22).

\[
IF_{vi,k} > 0.5 \text{ THEN cluster center } v_{i,k} m_k \text{ is ACTIVE }
ELSE \quad v_{i,k} m_k \text{ is INACTIVE}
\]

(22)

Where the center of the $v_{i,k}$ cluster on the chromosome will be active or selected if $v_{i,k} T_k > 0.5$. Conversely, if $v_{i,k} T_k < 0.5$ the center of the cluster $v_{i,k}$ is not active in the $i$-th chromosome. The $v_{i,k} T_k$ is the cost population of the data generation, while the best solution cost or $v_{i,k} m_k$ is the best solution for each iteration.

5. For iteration
   a. Find the distance of each data vector from all active centroids of the $l^{th}$ chromosome,
   b. Allocate each data vector to a cluster with the shortest distance,
   c. Change member(s) of the population (based on DE method) using the objective function to make the selected population better,
   d. Apply $k$-means method. The active cluster number is used as input $k$-means to adjust $l^{th}$ active chromosome.

6. As a result, the minimum objective is the output of the global best chromosome.

4. Results and discussion

The experiments were conducted using a computing platform with Intel Celeron 2.16 GHz CPU, 8 GB RAM and Microsoft Windows 10 Home 64-bit used as the operating system and MATLAB version R2016a used as the data analytics tool. MATLAB would produce a model performance as the calculation output, such as average value best cluster DBI and CS measure. The proposed method was tested using artificial dataset [15, 25] include S1 (300, 2, 6), S2 (500, 2, 9), S3 (5000, 2, 15), S4 (5000, 2, 15) and real world dataset that is Iris (150, 4, 3), Vowel (871, 36, 6), and Letter (2000, 16, 26) from UCI Machine Learning Repository [15, 26].

Parameter setting for proposed method based on the recommendation by [12] is as follows: $max – iter = 200$, $pop – size = 10 \times dm$, $CRmax = 1.0$ and $CRmin = 0.5$. Max-iteration indicates the amount of iteration, pop-size is the size of the population, crossover probability is used to initialize the position of a particle or chromosome.

4.1 The ACDE-$k$-means without UCC method

First, an experiment was conducted of all datasets using only ACDE $k$-means without the UCC method. Classes on the data were omitted to analyze optimal partition in a data. The experimental results are shown in Table 1. This method produced three DBI mean value with an excellent mean and CS measure mean value also getting three excellent same means. Meanwhile, DBI varied from 0.039-1.273 and CS measure varied from 0.042-1.168. In the case of this method based on the number of $k$ cluster exactness, DBI mostly good in 4 from 7 datasets and CS measure is also good in 6 from 7 datasets. Based on this result, the method is promising enough since it still produced between 4 and 6 excellent results for all datasets.

4.2 The proposed method with $u$-control chart method

In the second experiment, the $u$-control chart (UCC) method was implemented to resolve the problem of $k$ activation threshold automatically without requiring the user to enter the required values in DE for ACDE-$k$-means in determining the number of clusters of $k$-means, whereas, $k$-means was implemented to do repair grouping. The experimental results are reported in Table 2.

As you can see in Table 2, the method produced 9 DBI and 11 CS measure with an excellent value. Meanwhile, DBI results vary from 0.309-1.223 and CS measure results vary from 0.304 - 1.193. In the case of DBI and CS measure, the method mostly produced a fair average cluster and got correctly the number of clusters of all datasets. Based on this result, the method is still promising enough since it still produced 9 DBI and 11 CS measure with excellent value.

A more detailed comparison of the first and the second experiment is presented in Table 3. The best model automatic clustering on each dataset is highlighted with boldfaced print and the best optimal cluster result is marked with (*) as optimal and (¢) not optimal of (1) and (2) squared on each dataset. As shown in Table 3, the second experiment UCC+ACDE-$k$-means based DBI objective function evaluation outperforming only 5 from 7 datasets, and the optimal search $k$ results of both methods are extremely good except for the S3, and Iris dataset. The same thing happened in the CS measure is objective function evaluation is the proposed method is superior in almost all datasets except Iris and Letter, and the optimal search $k$
results of both methods are extremely good only except for Iris dataset.

Based on this study, overall the second experiment outperformed and is better than the first experiment where DBI and CS measure used as objective function for finding the number of the optimal cluster.

Table 1. Summary of performance measurement based on objective function using DBI and CS Measure for all datasets of ACDE-k-means only.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Class Optimal (k)</th>
<th>Mean Validity Index and Cluster Number Optimal</th>
<th>DBI</th>
<th>k</th>
<th>CS</th>
<th>k</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>6</td>
<td>0.583</td>
<td>6^*</td>
<td>0.891</td>
<td>6^*</td>
<td></td>
</tr>
<tr>
<td>S2</td>
<td>9</td>
<td>0.537</td>
<td>9^*</td>
<td>0.598</td>
<td>9^*</td>
<td></td>
</tr>
<tr>
<td>S3</td>
<td>15</td>
<td>0.591</td>
<td>18^*</td>
<td>0.809</td>
<td>15^*</td>
<td></td>
</tr>
<tr>
<td>S4</td>
<td>15</td>
<td>0.703</td>
<td>15^*</td>
<td>0.645</td>
<td>15^*</td>
<td></td>
</tr>
<tr>
<td>Iris</td>
<td>3</td>
<td>0.039</td>
<td>5^*</td>
<td>0.042</td>
<td>5^*</td>
<td></td>
</tr>
<tr>
<td>Vowel</td>
<td>6</td>
<td>1.273</td>
<td>6^*</td>
<td>0.982</td>
<td>6^*</td>
<td></td>
</tr>
<tr>
<td>Letter</td>
<td>26</td>
<td>1.029</td>
<td>22^*</td>
<td>1.168</td>
<td>28^*</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>number cluster optimal</th>
<th>^not optimal</th>
</tr>
</thead>
</table>

Table 2. Summary of performance measurement based on objective function using DBI and CS Measure for all datasets of proposed method.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Class Optimal (k)</th>
<th>Mean Validity Index and Cluster Number Optimal</th>
<th>DBI</th>
<th>k</th>
<th>CS</th>
<th>k</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>6</td>
<td>0.511</td>
<td>6^*</td>
<td>0.609</td>
<td>6^*</td>
<td></td>
</tr>
<tr>
<td>S2</td>
<td>9</td>
<td>0.495</td>
<td>9^*</td>
<td>0.512</td>
<td>9^*</td>
<td></td>
</tr>
<tr>
<td>S3</td>
<td>15</td>
<td>0.487</td>
<td>13^*</td>
<td>0.786</td>
<td>15^*</td>
<td></td>
</tr>
<tr>
<td>S4</td>
<td>15</td>
<td>0.692</td>
<td>15^*</td>
<td>0.581</td>
<td>15^*</td>
<td></td>
</tr>
<tr>
<td>Iris</td>
<td>3</td>
<td>0.309</td>
<td>4^*</td>
<td>0.304</td>
<td>2^*</td>
<td></td>
</tr>
<tr>
<td>Vowel</td>
<td>6</td>
<td>1.032</td>
<td>6^*</td>
<td>0.821</td>
<td>6^*</td>
<td></td>
</tr>
<tr>
<td>Letter</td>
<td>26</td>
<td>1.223</td>
<td>26^*</td>
<td>1.193</td>
<td>26^*</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>number cluster optimal</th>
<th>^not optimal</th>
</tr>
</thead>
</table>

Table 3. Results comparison ACDE-k-means only vs proposed method.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Class optimal (k)</th>
<th>Mean validity index and number cluster optimal</th>
<th>DBI</th>
<th>k</th>
<th>CS</th>
<th>k</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>6</td>
<td>0.583</td>
<td>0.511</td>
<td>6^*</td>
<td>0.891</td>
<td>0.609</td>
</tr>
<tr>
<td>S2</td>
<td>9</td>
<td>0.537</td>
<td>0.495</td>
<td>6^*</td>
<td>0.598</td>
<td>0.512</td>
</tr>
<tr>
<td>S3</td>
<td>15</td>
<td>0.591</td>
<td>0.487</td>
<td>18^*</td>
<td>0.809</td>
<td>0.786</td>
</tr>
<tr>
<td>S4</td>
<td>15</td>
<td>0.703</td>
<td>0.692</td>
<td>15^*</td>
<td>0.645</td>
<td>0.581</td>
</tr>
<tr>
<td>Iris</td>
<td>3</td>
<td>0.039</td>
<td>0.309</td>
<td>5^*</td>
<td>0.042</td>
<td>0.304</td>
</tr>
<tr>
<td>Vowel</td>
<td>6</td>
<td>1.273</td>
<td>1.032</td>
<td>6^*</td>
<td>0.982</td>
<td>0.821</td>
</tr>
<tr>
<td>Letter</td>
<td>26</td>
<td>1.029</td>
<td>1.223</td>
<td>22^*</td>
<td>1.168</td>
<td>1.193</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>number cluster optimal</th>
<th>^not optimal</th>
</tr>
</thead>
</table>

Table 4. Comparison to prior search based on DBI and CS as objective function for all datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Objective function</th>
<th>Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ACDE-k-means</td>
<td>HGCA</td>
</tr>
<tr>
<td>S1</td>
<td>DBI</td>
<td>0.894</td>
</tr>
<tr>
<td></td>
<td>CS Measure</td>
<td>1.525</td>
</tr>
<tr>
<td>S2</td>
<td>DBI</td>
<td>0.910</td>
</tr>
<tr>
<td></td>
<td>CS Measure</td>
<td>0.731</td>
</tr>
<tr>
<td>S3</td>
<td>DBI</td>
<td>0.716</td>
</tr>
<tr>
<td></td>
<td>CS Measure</td>
<td>0.973</td>
</tr>
<tr>
<td>S4</td>
<td>DBI</td>
<td>0.831</td>
</tr>
<tr>
<td></td>
<td>CS Measure</td>
<td>0.774</td>
</tr>
<tr>
<td>Iris</td>
<td>DBI</td>
<td>0.465</td>
</tr>
<tr>
<td></td>
<td>CS Measure</td>
<td>0.664</td>
</tr>
<tr>
<td>Vowel</td>
<td>DBI</td>
<td>0.992</td>
</tr>
<tr>
<td></td>
<td>CS Measure</td>
<td>0.909</td>
</tr>
<tr>
<td>Letter</td>
<td>DBI</td>
<td>1.718</td>
</tr>
<tr>
<td></td>
<td>CS Measure</td>
<td>1.278</td>
</tr>
</tbody>
</table>
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4.3 Proposed method with others prior research

Finally, the proposed method was compared with prior research such as ACDE [12], ACDE-\(k\)-means [16], and HGCU [13]. Table 3 shows the results of the experimental summary has been composed based on DBI and CS measure as the objective function of each method for each dataset. The purpose of summarizing the methods is to identify the best method by looking at the average value of an objective function of DBI and CS measure. A method with the lowest value of DBI and CS measure is the best method. Table 4 shows the comparison of prior research with the proposed method in all datasets.

As indicated in Table 4, all existing methods have their complexity using evolutionary strategy automatic clustering methods for determining the number of clusters automatically in \(k\)-means, while the proposed method uses technical-statistical control for problem-solving of ACDE as an automatic clustering strategy for finding the optimal \(k\) clusters in \(k\)-means method. Contrast with Table 5, which that, we only use two datasets as comparing testing results.

After knowing the performance of each method for each dataset, the next step is to differentiate tests between methods using a non-parametric statistical test. Non-parametric statistical tests have been widely recommended for use in the field of evolutionary research in clustering [7]. On the premise of this recommendation, in the framework of this study, Friedman's test is used to compare the DBI and CS measure values of all methods. Friedman's test is predicated on the performance of the mean of rank (R) clustering method on each dataset.

4.4 Differentiating test using statistic calculation between the proposed and prior research

Friedman test is used to significantly differentiate tests between the proposed method with \(k\)-means classic, GCUK, DCPSO, ACDE, and ACDE-\(k\)-means. In the Friedman test as a statistical significant testing, the p-value is used to obtain the statistical test that is actually observed, with an assumption that the null hypothesis is true. The null hypothesis is often rejected when the p-value is less than the predetermined significance level (\(\alpha\)). In this case, the statistical significance level (\(\alpha\)) is set at 0.05. This means that there is a statistically significant difference if p-value < 0.05 so that way, one may proceed with a Nemenyi post-hoc test to detect which particular agglomeration differ considerably. When p-value > 0.05 it means that there is no statistically significant difference.

Friedman test will indicate the ranking of method performance for each dataset [27], where rank (R) 1 shows the best method, rank 2 shows the second-best method and so on. In this study, Friedman statistical test is employed to compare two or more clustering methods over multiple datasets. Here, it is employed to compare the DBIs and the different automatic clustering methods. This test is based on the average ranked (R) performances of the classification methods on each dataset.

Let \(r_i^j\) be the rank of the \(j^{th}\) of \(C\) method on the \(j\) of \(D\) dataset. The Friedman test compares the average rank of the method \(R_i = \frac{1}{D} \sum_{i=1}^{D} R_i^j\). Under the null hypothesis, all the methods are equivalent and so their ranks \(R_j\) should be equal. The Friedman statistic is calculated as follows and distributed according to \(X_F^2\) with \(C - 1\) degrees of freedom when \(D\) and \(C\) are big enough.

\[
X_F^2 = \frac{12D}{C(C+1)} \sum_{i=0}^{C-1} R_i^2 - \frac{C(C+1)}{4}
\]  

(23)

If the null-hypothesis is rejected, the next thing is to proceed with a post-hoc test. The Nemenyi test is used to compare all classifiers with each other. The performance of the two classifiers is considerably different if the corresponding average ranks differ by at least the critical difference, given by:

\[
CD = q_a \sqrt{\frac{C(C+1)}{D}}
\]  

(24)

where, critical values are based on the Student size range statistic.

4.4.1. Davies Bouldin index comparison with prior research

Friedman test was employed to significantly differentiate tests between the proposed method with ACDE, ACDE-\(k\)-means, and HGCA. For the testing experiment of Friedman test results based on DBI, obtained p-value of 0.025. This value is lesser than the level of significance \(\alpha = 0.05\), so it can be concluded that there is a significant difference between the methods. Table 5 shows the DBIs of the proposed method and prior research. The last record of Table 5 indicates the mean rank (\(R\)) of each method over all datasets based on the Friedman test.

The best methods in each dataset are highlighted with boldfaced print and underline. As shown in Table 6, the proposed method has the lowest
Friedman score ($R$). Below the ($R$) row of Table 6, DBI’s mean ($M$) is shown.

4.4.1. CS measure comparison with prior research

For the testing experiment of the Friedman test results based on CS measure, obtained a p-value of 0.013. This value is smaller than the level of significance $\alpha = 0.05$, so it can be concluded that there is a significant difference between the methods. Table 5 reports the CS measure of the proposed method and prior research. The last record of Table 5 indicates the mean rank ($R$) of each method over all datasets based on the Friedman test.

The best automatic clustering method on each dataset is highlighted with boldface print. Table 5 shows that the proposed method has the lowest CS measure value of $M = 0.687$ of all the datasets for each method. For the Friedman test results of the mean of rank ($R$), the proposed method has the best rank $R = 1.429$ superior to another comparison method. Because there is a considerable difference between the proposed method and other comparative methods, the analysis will be continued by using a pairwise comparison Nemenyi post-hoc test. A comparison of Nemenyi post-hoc test is carried out to identify significantly different methods in which this test calculates all pairwise comparisons between clustering methods, if the value of pairwise comparison results is greater than the Critical Difference (CD) value, then there is a significant difference between others methods. Table 6 shows the ACDE-$k$-means, HGCA and the proposed method obtained values of 1.429, 0.714, and 2.143 which is bigger than CD = 1.7728, therefore it can be concluded that there is a significant difference between several methods. To calculate CD see Eq. (23) and Eq. (24). Furthermore, to find out which methods are significantly different, then continue to go through the p-value results in the Nemenyi post-hoc test. If the p-value < 0.05 then the performance of the method differs significantly as shown in Table 7.

As shown in Table 7 p-value < 0.05 results are highlighted with boldfaced print, which means that

<table>
<thead>
<tr>
<th>Dataset</th>
<th>ACDE</th>
<th>ACDE-$k$-means</th>
<th>HGCA</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>DBI</td>
<td>CS</td>
<td>DBI</td>
<td>CS</td>
<td>DBI</td>
</tr>
<tr>
<td>S1</td>
<td>0.894, 1.525</td>
<td>0.583, 0.891</td>
<td>0.532, 0.363</td>
<td>0.511, 0.609</td>
</tr>
<tr>
<td>S2</td>
<td>0.910, 0.731</td>
<td>0.537, 0.598</td>
<td>0.580, 0.594</td>
<td>0.495, 0.512</td>
</tr>
<tr>
<td>S3</td>
<td>0.716, 0.973</td>
<td>0.591, 0.809</td>
<td>0.544, 0.886</td>
<td>0.487, 0.786</td>
</tr>
<tr>
<td>S4</td>
<td>0.831, 0.774</td>
<td>0.703, 0.645</td>
<td>0.644, 0.695</td>
<td>0.692, 0.581</td>
</tr>
<tr>
<td>Iris</td>
<td>0.465, 0.664</td>
<td>0.039, 0.042</td>
<td>0.414, 0.613</td>
<td>0.309, 0.304</td>
</tr>
<tr>
<td>Vowel</td>
<td>0.992, 0.909</td>
<td>1.273, 0.982</td>
<td>0.632, 1.021</td>
<td>1.032, 0.821</td>
</tr>
<tr>
<td>Latter</td>
<td>1.718, 1.278</td>
<td>1.029, 1.168</td>
<td>1.235, 1.322</td>
<td>1.223, 1.193</td>
</tr>
<tr>
<td>M</td>
<td>0.932, 0.979</td>
<td>0.679, 0.734</td>
<td>0.654, 0.785</td>
<td>0.678, 0.687</td>
</tr>
<tr>
<td>R</td>
<td>3.714, 3.571</td>
<td>2.429, 2.143</td>
<td>2.143, 2.857</td>
<td>1.714, 1.429</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ACDE</th>
<th>ACDE-$k$-means</th>
<th>HGCA</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACDE</td>
<td>-0.714</td>
<td>0</td>
<td>1.429</td>
</tr>
<tr>
<td>ACDE-$k$-means</td>
<td>1.429</td>
<td>0</td>
<td>0.714</td>
</tr>
<tr>
<td>HGCA</td>
<td>-0.714</td>
<td>0</td>
<td>1.429</td>
</tr>
<tr>
<td>Proposed</td>
<td>-2.143</td>
<td>-0.714</td>
<td>-1.429</td>
</tr>
</tbody>
</table>

Critical different: 1.7728

<table>
<thead>
<tr>
<th>ACDE</th>
<th>ACDE-$k$-means</th>
<th>HGCA</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACDE</td>
<td>1</td>
<td>0.163</td>
<td>0.729</td>
</tr>
<tr>
<td>ACDE-$k$-means</td>
<td>0.163</td>
<td>1</td>
<td>0.729</td>
</tr>
<tr>
<td>HGCA</td>
<td>0.729</td>
<td>0.729</td>
<td>1</td>
</tr>
<tr>
<td>Proposed</td>
<td>0.010</td>
<td>0.729</td>
<td>0.163</td>
</tr>
</tbody>
</table>
there is a statistically significant difference between ACDE method and the proposed method. Based on this result, it can be concluded that a combination of u-control chart (UCC) method and automatic clustering differential evolution (ACDE) method improve the performance of k-means by getting p-value (0.013) < 0.05. Furthermore, the proposed method is also superior to other methods such as HGCA. However, the proposed method cannot be said to have a superior performance over the ACDE because the performance of this method can be enhanced by adjusting the appropriate parameters and improve activation schema, and this has been confirmed by [17] that the performance of the ACDE methods still can be improved by setting the appropriate parameters right. The explanation for this observation is clear that for datasets with clusters that are easily seen with fair optimization capabilities can efficiently find cluster structures with DBI and CS measures provided. From the above observations, we conclude that for datasets with clear cluster structures or ambiguous cluster structures, the proposed method performs better than the other three methods in terms of getting the right number of clusters k.

5. Conclusion

In this study, we have presented a novel method our proposed called UCC-ACDE-k-means to automatically select the number of clusters k, where the clusters resulted are better than those produced by the state-of-the-art methods. Our main finding is that traditional Differential Evolution's (DE) method on the ACDE method for determining the number of automatic clusters in k-means still manually determine k activation thresholds so that will likely fail by falling into an undesired stagnation condition. Stagnation is an undesirable effect that occurs when population-based algorithms do not blend into (even suboptimal) solutions while population diversity is still high. Motivated by statistical quality control which is often used to control sample data for control diagrams in a multi-stage process. A product is said to have good quality if the average value is at the threshold or the average value is at the upper and lower limits. With this assumption, data is categorized as good if it is still within the U-control chart (UCC) threshold. Our method uses a hybrid method between UCC and ACDE to find a number of clusters of k-means, thus, the cluster results are no longer trapped into the local minimum and can increase clustering performance with the lowest cluster validity value. We have conducted extensive experiments to evaluate our proposed method on real-life and artificial datasets. Finally, the results show that our proposed method can find a number of clusters automatically without knowing the number of clusters in advance. We have also compared our proposed with some existing state-of-the-art methods. The results confirm that our approach is more effective and efficient for data clustering.

Further research may be added to other control chart methods from statistical process control (SPC) such as p-control chart (PCC) and c-control chart (CCC). According to [20], the SPC method can easily detect changes in the data in a process which may affect the quality of the results.
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