Genomic Evaluation of Colombian Holstein Cattle Using Imputed Genotypes at Medium Density
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ABSTRACT

Objective. The goal of this study was to determine the accuracy and bias of direct genomic values (DGV) using imputed genotypes at medium density in yield- and reproduction-related traits for Holstein cattle from Antioquia, Colombia. Materials and Methods. A total of 31 animals were genotyped with the Illumina BovineLD chip, 64 with Illumina BovineSNP50v2 and 48 with Illumina BovineHD. Two SNP panels (6K and 40K) were imputed to a density of 44K using the FINDHAP.f90 v4 program. The effects of the SNPs were estimated using the Bayes C method, using low-density (6K) genotypes as well as medium-density imputed genotypes (44_imputed). The accuracy and bias of the DGVs were determined by cross-validation. The evaluated traits were: milk yield (MY), percentage of protein (PP), percentage of fat (PF), somatic cell score (SCS), calving interval (CI) and open days (OD). Results. When using the 6K panel, the accuracy values for DGV (r_{pDGV;EBV}) in all the studied traits ranged from 0.19 to 0.24, and the bias (b_{DGV;EBV}) from 0.03 to 0.16. In contrast, using the 44K_imputed panel generated higher accuracy values ranging from 0.24 to 0.33 and a bias ranging from 0.03 to 0.26. Conclusions. The accuracy of prediction the DGV was higher with genotypes imputed to medium densities when compared to the accuracy of prediction obtained using low-density genotypes. Therefore, in this study it is concluded that the imputation of genotypes is very useful, because it improves the reliability of the genomic evaluation.
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INTRODUCTION

Genomic selection (GS) is a methodology that includes thousands of molecular markers that cover the entire genome evenly so that each QTL associated with a particular trait is in linkage disequilibrium with at least one marker (1,2). This methodology combines the information from phenotypes (or pseudophenotypes: EBVs), pedigree and genotype of each animal in order to estimate genomic breeding values (GEBVs), which are the focus of the current genetic improvement schemes (3). This has created new opportunities for a more efficient selection even for traits that have low heritability or are difficult to measure (4,5).

However, the greatest obstacle for the implementation of GS is the cost of animal genotyping, mainly with moderate and high-density chips (4). To reduce genotyping costs, one strategy is to use low-density SNP chips, which can be optimized through imputation processes. Genotyping strategies for imputation generally involve featured animals, mainly males that have been genotyped with high-density chips (Illumina SNP50, Illumina BovineHD 800K), young animals (candidates for selection) and cows, using low density chips (Illumina BovineLD) and in some cases non-genotyped individuals (6,7,8). Genotype imputation begins with the reconstruction of the haplotypes carried by the individuals that have been genotyped with high density chips. Low density genotypes were then used in conjunction with pedigree, family linkage and linkage disequilibrium information to determine the combination of haplotypes present in the individuals that had been genotyped with low density chips and thus deduce their genotype until reaching an SNPs density greater than the initial (8).

A number of imputation programs have been proposed: fastPHASE (9), BEAGLE (10), IMPUTE2 (11), FINDHAP (12), FImpute (13), etc. All of them use different methods for reconstructing haplotypes, thus their computing times are different. FastPHASE, BEAGLE and IMPUTE2 are slow, as they use Bayesian methods that may be limiting in practice when large amounts of data are used. FINDHAP and FImpute use deterministic methods that are very fast computationally and their imputation accuracies are comparable to those produced by fastPHASE, BEAGLE and IMPUTE2 (6,14). Genotype imputation in genetic selection has made it possible to calculate GEBVs in bulls and cows. This has reliability values similar to those obtained when the animals are genotyped with high density chips (6,14). This has favored the implementation of GS in genetic improvement programs, making this methodology more reliable, efficient and less costly (5,15,16).

Although in Colombia there is a high level of technification in specialized dairy cattle, genetic improvement has presented serious difficulties, due to the limited amount of productive records available (17). However, this has not been an impediment to start with the implementation of methodologies that include genomic information in both dairy cattle (18,19), in Creole breeds (20), as well as beef cattle (21). The goal of this research project was to determine the accuracy and bias of direct genomic values (DGV) using genotypes imputed to medium density for yield- and reproduction-related traits for Holstein cattle from Antioquia, Colombia.

MATERIALS AND METHODS

Population. This study was conducted based on the information obtained from 85 dairy Holstein herds located in 18 municipalities from the Department of Antioquia (Colombia) whose forest zones belong to the lower montane wet forest (lmwf) category and have a temperature ranging from 12 to 18ºC and an average annual precipitation between 2000 and 4000 mm. They normally cover an altitudinal belt of 1800 to 2800 masl. The animal management, feeding and health conditions varied for every herd. This was also true for their topography and location.

The number of records used for the analyses varied depending on the trait being analyzed: there were 8772, 6624, 6595, 6426, 11562 and 11395 for milk yield (MY), percentage of protein (PP), percentage of fat (PF), somatic cell count (SCC), calving interval (CI) and open days (OD), respectively. The SCC was transformed into a somatic cell score (SCS) through the following equation: SCS=\[log_{10} (RCS/100000)] + 3 in order to improve data normality, as described by Ali and Shook (22). For the conventional genetic evaluation, the number of animals in the pedigree was 9090 (721 fathers and 944 mothers). For the genomic evaluation, this number was 144 (36 bulls and 108 cows).

Animal Genotyping Using High Density Chips. A total of 144 animals were genotyped with three Illumina chips (Illumina Inc., San Diego, CA), namely: Bovine LD (31 animals), BovineSNP50 v2 (65 animals) and BovineHD (48 animals). After submitting the genotypes to a quality control process that included the following conditions: call rate >0.90, minor allele frequency (MAF) >0.02, Hardy Weinberg equilibrium p>0.001 and discarding of markers with Mendelian errors, a total of 6716 markers were obtained that were common to the three chips, their density was labeled 6K. Genotype editing was performed using SAS v9.2 (SAS Institute Inc., Cary, E.E.U.U.) and PLINK v1.07 (CHGR., Massachusetts, E.E.U.U.) programs.

Genotype Imputation. To obtain the database containing the imputed genotypes, 6820 SNPs (panel 7K) from the LD chip were selected together with 40321 SNPs (panel 40K) from the HD chip. These SNPs were common to the SNP50v2 chip. In addition, panels 7K and 40K were imputed to 44224 SNPs (panel 44K_imputed). The SNPs were defined as discrete genotypes (0, 1 and 2), thus they were recoded as: BB=0 (homozygous for the first allele), AB=1 (heterozygous), AA=2 (homozygous for the second allele), B_=3 (known paternal allele and unknown maternal allele), _A=4 (unknown paternal allele and known maternal allele) and 5 when both alleles are unknown. The SNPs were sorted by number of chromosomes and by location in the chromosome while taking into account the UMD3.1 assembly of the bovine genome. The pedigree of the 144 genotyped animals, which corresponded to 761 individuals, was included in the analysis in order to improve imputation accuracy.

The accuracy of the imputations was determined by comparing the imputed genotypes (IG) with the true genotypes (TG) (i.e. genotypes obtained with the SNP50v2 chip), using the Pearson correlation (r_{IG,TG}). The imputation process was carried out using the FINDHAP f90 version 4 program (USDA., Beltsville, E.E.U.U.).
Estimation of the Effects of the Markers and Direct Genomic Values. The effects of SNPs were estimated using the Bayes C method (23). The general statistical model was described as:

\[ y = \mathbf{1}_n \mu + \sum_{j=1}^{p} X_{ij} g_j \delta_j + Z u + e \]

Where: \( y \) is the vector of phenotypic values corrected by fixed effects (which corresponds to the conventional EBVs obtained through the BLUP method) for the following traits: MY, SCS, PP, PF, OD and CI; \( \mathbf{1}_n \) is the vector of ones with a length of \( n \); \( X_{ij} \) is the column vector representing the covariable of the marker (SNP) in locus \( j \) for animal \( i \). For each \( j^{th} \) marker, there are three possible combinations with two alleles (A or B): homozygous with an allele (BB), heterozygous (A or B), and homozygous with the other allele (AA). These combinations of alleles (genotypes) are quantitatively represented as 0, 1 and 2 respectively (i.e. \( X_{ij}=0 \), \( X_{ij}=1 \) or \( X_{ij}=2 \)). \( g_j \) is the random effect of allelic substitution for marker \( j \), which is conditional on \( \sigma^2_g \) and is assumed to have a normal distribution \( N(0, \sigma^2_g) \) when \( \delta_j=1 \), but \( g_j=0 \) when \( \delta_j=0 \). \( \delta_j \) is a 0/1 random variable indicating the absence (with a likelihood of \( \pi \)) or presence (with a likelihood of \( 1-\pi \)) of the \( j \) locus in the model; \( u \) is the vector of polygenic random effects with a length of \( n \) (Z being the associated design matrix) and was considered as the fit of the genes that were not taken into account by the effects of the \( j^{th} \) SNPs in \( g_j \); \( e \) is assumed to have a normal distribution, \( e \sim N(0, \sigma^2_e) \), where \( I \) is an nxn identity matrix.

Thus, the Bayes C method assumes a mixture of two distributions for the effects of the SNPs. In the first distribution, (whose likelihood is \( n \)) it is established that many markers do not have any effect or variance; in the second, (whose likelihood is \( 1-n \)) there are markers with effect and a variance that is common to all SNPs (24).

Thus, the effects of the SNPs (\( g_j \)) follow an a priori normal distribution with a mean of zero and a variance of \( (\sigma^2_g) \), whereas the variance of the effects of the markers (\( \sigma^2_g \)) follow an a priori scaled inverse chi-squared distribution with parameters \( v_g \) (degrees of freedom) and \( S_g \) (scale parameter). On the other hand, \( n \) is treated as a uniform a priori distribution whose mean is zero and its variance 1 (24), as described in the following paragraphs:

\[ g_j \sim N(0, \sigma^2_g) \]
\[ \sigma^2_g \sim v_g S_g^2 \chi^2 \]
\[ \pi \sim \text{uniforme} (0, 1) \]

The DGV of the animals with a known genotype was determined as:

\[ y = \sum_{i=1}^{p} X_{ij} \hat{g}_j \delta_j \]

Where: \( \sum_{i=1}^{p} X_{ij} \hat{g}_j \delta_j \)

The program used for estimating the effects of the SNPs and the DGVs was GS3 (INRA, Toulouse, Francia).

Cross-validation. The accuracy of the genomic selection was determined by cross-validation as described by Meuwissen et al. (25). The complete database, which corresponds to 144 animals with known phenotypes and genotypes was split randomly into S=12 equally sized groups (S1-S12). In the first stage, S1 was the validation group; animals in this group had genotype but no phenotype as it had been removed from the database (masked phenotype = 0). Groups S2 through S12 were used as a reference (i.e. they had both phenotype and genotype) to estimate the effects of the SNPs. For S1, the DGVs of the 12 animals in the group were estimated using the effects of the SNPs estimated for the 132 remaining animals (S1-S12). This was repeated for all groups. At the end, the DGVs were estimated for all animals.

Accuracy and Bias of the predicted DGV. The DGVs estimated using the Bayes C method were compared with the conventional (EBV) through Pearson correlation, which was in turn considered as the accuracy of the genomic selection (26). The equation appears as follows:

\[ r_p = \frac{\text{COV}(x,y)}{\sigma_x \sigma_y} \]

Where, \( r_p \) = Pearson correlation coefficient, \( x=DGV \) for trait \( i \), \( y=\text{conventional EBV} \) for trait \( i \). Similarly, Spearman’s rank correlation coefficient was also estimated. This coefficient was used to determine the degree of similarity between the rankings of the animals according to their genomic values (DGV or GEBV) and according to their conventional EBV.

The equation utilized was described as:

\[ r_s = 1 - \frac{6 \sum D^2}{N(N^2-1)} \]

Where:

\( D = \text{difference between the corresponding genetic values of order (} x-y \text{), } x = \text{DGV, } y = \text{conventional EBV, } N=\text{number of pairs } (x,y) \) and \( r_s = \text{Spearman’s correlation coefficient. A correlation value of 1 indicates that ranking the animals based on their genetic values (DGV or conventional EBV) produces similar results.} \)

Finally, the linear regression coefficient of the conventional EBVs on the DGVs (\( b_{\text{DGV,EBV}} \)) was determined. The \( b_{\text{DGV,EBV}} \) was considered as a bias for the prediction of DGV. The linear regression was defined as:

\[ y_i = b_0 + b_1 x_i + e \]

Where \( y_i \) = dependent variable corresponding to the conventional EBV for trait \( i \); \( x_i = \text{DGV for trait } i \); \( b_0 = \text{regression coefficient of the conventional EBV on the DGV} \); \( b_1 = \text{intercept and } e = \text{residual.} \)
RESULTS

Descriptive Analysis for Yield-and Reproduction-related traits. The averages for the following reproduction- and yield-related traits were determined: CI and OD (Table 1), MY, PP, PF and SCS. These are normal results for the Holstein breed under the conditions of the Colombian high tropics. On the other hand, the heritability estimated by the conventional genetic evaluation for yield-related traits (PF, PP, MY and SCS) was moderate as its values were 0.33, 0.41, 0.30 and 0.27 respectively; in contrast, this value was low for the reproduction-related traits, CI and OD, as the value was 0.11 for both cases.

Table 1. Descriptive analysis for yield- and reproduction-related traits of Holstein cattle from Antioquia, Colombia.

<table>
<thead>
<tr>
<th>Trait</th>
<th>N</th>
<th>Mean±SD</th>
<th>h² (SE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MY</td>
<td>8772</td>
<td>5400±2126</td>
<td>0.30(0.017)</td>
</tr>
<tr>
<td>PP</td>
<td>6624</td>
<td>3.10±0.31</td>
<td>0.33(0.020)</td>
</tr>
<tr>
<td>PF</td>
<td>6595</td>
<td>3.97±0.55</td>
<td>0.41(0.019)</td>
</tr>
<tr>
<td>SCS</td>
<td>6426</td>
<td>4.62±1.37</td>
<td>0.27(0.021)</td>
</tr>
<tr>
<td>CI</td>
<td>11562</td>
<td>410±78</td>
<td>0.11(0.011)</td>
</tr>
<tr>
<td>OD</td>
<td>11395</td>
<td>127±77</td>
<td>0.11(0.011)</td>
</tr>
</tbody>
</table>

My - milk yield (in Liters/lactation), PF - percentage of fat, PP - percentage of protein, SCS - somatic cell score, CI - calving interval, OD - open days, N - number of records, SD - standard deviation, h² - heritability, SE - Standard error.

Imputation Accuracy. The 7K database, composed of 31 animals was imputed to 44K, obtaining an accuracy of 0.73. Similarly, the 40K database, composed of 48 animals, was imputed to 44K with an accuracy of 0.97 (Table 2).

Table 2. Accuracy values for genotype imputation.

<table>
<thead>
<tr>
<th>Total population</th>
<th>Chip</th>
<th>Number of animals (Density (SNPs))</th>
<th>Imputed density</th>
<th>Imputation accuracy (R²)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BovineHD</td>
<td>48</td>
<td>40321 (40K)</td>
<td>44224</td>
<td>0.970</td>
</tr>
<tr>
<td>SNP50K</td>
<td>65</td>
<td>44224 (44K)</td>
<td>44224</td>
<td>0.998</td>
</tr>
</tbody>
</table>

Descriptive Analysis for Marker Effects. The effects of the SNPs were estimated for all the traits included in the analysis (e.g. MY, PP, PF, SCS, CI and OD) using low-density genotypes (6K) and imputed genotypes (44K_imputed). In addition, when comparing the effects of the SNPs obtained with the 6K database with those obtained with the 44K_imputed database, the researchers observed that the 6K database produced higher effects (Table 3).

Accuracy of the Direct Genomic Values. The values for genomic accuracy (r_pDGV;EBV) ranged from 0.16 to 0.33 when using the 6K database. When using imputed data (44_imputed), in turn, these correlations were higher, and their values ranged from 0.30 to 0.35, except for CI, which had a value of 0.20 (Table 4).

Likewise, the Spearman correlations (r_sDGV;EBV) ranged from 0.16 to 0.33 when using the 6K database. When using imputed data (44_imputed), in turn, these correlations were higher, and their values ranged from 0.30 to 0.35, except for CI, which had a value of 0.20 (Table 4).

Table 3. Descriptive statistical analysis of the effects of the SNPs for yield and reproduction traits in Holstein cattle from Antioquia, Colombia.

<table>
<thead>
<tr>
<th>Trait</th>
<th>Panel</th>
<th>Density (SNP)</th>
<th>Mean ±SD</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>MY</td>
<td>6K</td>
<td>6716</td>
<td>-6.2x10⁴±0.610</td>
<td>-3.75</td>
<td>3.57</td>
</tr>
<tr>
<td>PP</td>
<td>6K</td>
<td>44K_imputed</td>
<td>1.0x10⁷±0.0012</td>
<td>-0.049</td>
<td>0.008</td>
</tr>
<tr>
<td>PF</td>
<td>6K</td>
<td>44K_imputed</td>
<td>7.5x10⁴±0.0018</td>
<td>-0.016</td>
<td>0.013</td>
</tr>
<tr>
<td>SCS</td>
<td>6K</td>
<td>44K_imputed</td>
<td>4.0x10⁵±0.0009</td>
<td>-0.004</td>
<td>0.005</td>
</tr>
<tr>
<td>CI</td>
<td>6K</td>
<td>44K_imputed</td>
<td>3.0x10⁶±0.0027</td>
<td>-0.115</td>
<td>0.105</td>
</tr>
<tr>
<td>OD</td>
<td>6K</td>
<td>44K_imputed</td>
<td>-6.2x10⁴±0.0056</td>
<td>-0.253</td>
<td>0.266</td>
</tr>
<tr>
<td>MY</td>
<td>44K</td>
<td>44224</td>
<td>1.4x10³±0.507</td>
<td>-1.95</td>
<td>2.54</td>
</tr>
<tr>
<td>PP</td>
<td>44K</td>
<td>44224</td>
<td>8.5x10⁷±0.0003</td>
<td>-0.002</td>
<td>0.002</td>
</tr>
<tr>
<td>PF</td>
<td>44K</td>
<td>44224</td>
<td>-3.8x10⁴±0.0003</td>
<td>-0.002</td>
<td>0.002</td>
</tr>
<tr>
<td>SCS</td>
<td>44K</td>
<td>44224</td>
<td>2.8x10⁴±0.00118</td>
<td>-0.001</td>
<td>0.001</td>
</tr>
<tr>
<td>CI</td>
<td>44K</td>
<td>44224</td>
<td>2.2x10⁵±0.003</td>
<td>-0.017</td>
<td>0.019</td>
</tr>
<tr>
<td>OD</td>
<td>44K</td>
<td>44224</td>
<td>7.3x10⁵±0.016</td>
<td>-0.081</td>
<td>0.076</td>
</tr>
</tbody>
</table>

My - milk yield (in Liters/lactation), PF - percentage of fat, PP - percentage of protein, SCS - somatic cell score, CI - calving interval, OD - open days, SD - standard deviation.

Table 4. Genomic accuracy of the direct genomic values and Spearman Correlation between DGV and EBV.

<table>
<thead>
<tr>
<th>Trait</th>
<th>r_pDGV;EBV ±SE</th>
<th>r_sDGV;EBV ±SE</th>
<th>r_DGV;EBV ±SE</th>
<th>r_sDGV;EBV ±SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>MY</td>
<td>0.24±0.081</td>
<td>0.32±0.080</td>
<td>0.27±0.081</td>
<td>0.30±0.080</td>
</tr>
<tr>
<td>PP</td>
<td>0.24±0.081</td>
<td>0.33±0.079</td>
<td>0.16±0.083</td>
<td>0.35±0.079</td>
</tr>
<tr>
<td>PF</td>
<td>0.29±0.080</td>
<td>0.33±0.079</td>
<td>0.33±0.079</td>
<td>0.38±0.078</td>
</tr>
<tr>
<td>SCS</td>
<td>0.22±0.082</td>
<td>0.30±0.080</td>
<td>0.22±0.082</td>
<td>0.32±0.080</td>
</tr>
<tr>
<td>CI</td>
<td>0.19±0.082</td>
<td>0.24±0.081</td>
<td>0.28±0.081</td>
<td>0.20±0.082</td>
</tr>
<tr>
<td>OD</td>
<td>0.19±0.082</td>
<td>0.26±0.081</td>
<td>0.18±0.083</td>
<td>0.21±0.082</td>
</tr>
</tbody>
</table>
The regression coefficients ($b_{DGV;EBV}$) obtained for MY, PP, PF, SCS, CI and OD were low: 0.16, 0.03, 0.11 and 0.11 respectively when using the 6K database. In addition, the only coefficients that were higher when using the 44K imputed database were MY, PP, PF and SCS; their values were 0.26, 0.12, 0.20 and 0.16 respectively. For CI and OD, no significant changes were observed, the values being 0.03 and 0.04 respectively (Table 5).

### Table 5. Prediction bias of the conventional EBVs for yield- and reproduction-related traits of Holstein cattle from Antioquia, Colombia.

<table>
<thead>
<tr>
<th>Trait</th>
<th>6K</th>
<th>44K_imputed</th>
</tr>
</thead>
<tbody>
<tr>
<td>MY</td>
<td>0.16±0.054</td>
<td>0.26±0.064</td>
</tr>
<tr>
<td>PP</td>
<td>0.03±0.011</td>
<td>0.12±0.030</td>
</tr>
<tr>
<td>PF</td>
<td>0.11±0.030</td>
<td>0.20±0.048</td>
</tr>
<tr>
<td>SCS</td>
<td>0.11±0.042</td>
<td>0.16±0.044</td>
</tr>
<tr>
<td>CI</td>
<td>0.03±0.013</td>
<td>0.03±0.013</td>
</tr>
<tr>
<td>OD</td>
<td>0.03±0.015</td>
<td>0.04±0.013</td>
</tr>
</tbody>
</table>

MY - milk yield, PF - percentage of fat, PP - percentage of protein, SCS - somatic cell score, CI - calving interval, OD - open days, $b_{DGV;EBV}$ - regression coefficient for the conventional EBV over the DGV (prediction bias).

### DISCUSSION

In this study, genotype imputation accuracy was determined using the findhap.f90 program. The values obtained were 0.97 when imputing from 40K to 44K, and 0.73 when imputing genotypes of 6K to 44K. Khatkar et al (6), determined imputation accuracy using the IMPUTE2, Beagle and fastphase programs with values of 0.8983, 0.8595, and 0.7630 when imputing genotypes from 3K to 50K. Additionally, they obtained values of 0.9731, 0.9597 and 0.9624 when imputing genotypes from 35K to 50K respectively for each program. Their reference population was composed of 136 animals. Moreover, when the reference population was of 27 animals, the values for imputation accuracy were lower, namely: 0.8160, 0.6598 and 0.7409 when imputing from 3K to 50K, and 0.9229, 0.8543 and 0.9351 when imputing from 35K to 50K. In another study, Chen et al (26), determined the imputation accuracy values for the densities of SNPs, namely: 6K, 3K, 1536SNP, 768SNP and 384SNP, when imputed to 50K, using the FIsetup2 program. The accuracy values were: 0.9723, 0.9367, 0.9120, 0.8285 and 0.7210 respectively for each density. In that study, the authors included 2046 animals in the reference population (50K genotypes). These results are consistent with ours and suggest that, in all cases, the number of animals in the reference population and the density of the markers are factors that significantly affect imputation accuracy.

Furthermore, using panels with high SNP density may increase the accuracy of the genomic selection to a much greater extent than using low density panels (6,27). However, genotyping animals with high density chips is a much more expensive strategy, thus it is necessary to use imputed data in order to improve the prediction of genomic values. In our study, low density genotypes (6K) were used together with imputed genotypes (44K imputed), on which accuracy and ($r_{DGV;EBV}$) prediction bias ($b_{DGV;EBV}$) were determined for six traits of economic relevance (MY, PP, PF, SCS, CI and OD). The average prediction accuracy value for DGV was 0.23 when using the 6K panel and 0.30 when using the 44K_imputed panel.

Khatkar et al (6), also determined DGV accuracy in a validation population of 452 bulls using the effects of the SNPs from a reference population of 1753 animals. Accuracy was calculated using the following genotypes: LD, 50K_imputed and 800K_imputed. The accuracy values for MY ($h^2=0.25$) were: 0.481, 0.546 and 0.558. For fertility ($h^2=0.04$), they were lower: 0.232, 0.246 and 0.256 respectively for each density. The results suggest that the accuracy values obtained using the 800K_imputed density were higher than those obtained for the 50K_imputed and LD panels. On the other hand, Chen et al (26), determined better accuracy values when using panels with higher SNP densities for MY and PP. For MY, the accuracy values were: 0.64 (50K), 0.61 (3K), 0.58 (L1536), 0.52 (L768) and 0.42 (L384). For PP, the accuracy values were: 0.76 (50K), 0.72 (3K), 0.59 (L1536), 0.51 (L768) and 0.34 (L384).

In our study, the accuracy values obtained were 0.24 and 0.32 for MY, 0.34 and 0.33 for PP, 0.19 and 0.24 for CI and 0.19 and 0.26 for OD when using the 6K and 44K panels respectively. In the study conducted by Chen et al (26), an average accuracy increases of 7 points when they moved from 1536 to 6177 SNPs. Likewise, the increase reached 7.8 points when going from 1536 to 37890 SNPs for four traits evaluated (MY, PP, PF and SCS). In our study, an average accuracy of 6.8 points was determined for the same traits (MY, PP, PF and SCS), when going from the 6K panel to the 44K_imputed panel, this indicates that marker density plays a key role in the accuracy of genomic prediction for traits with high and low heritability. This also shows the importance of using a moderate or high-density chip and/or performing genotype imputation. The explanation for this increase in the accuracy of DGV prediction lies in the fact that a panel with more SNPs makes it possible to cover a broader region of the genome and thus capture a higher number of QTLs involved in the expression of the quantitative traits.

In our research, the DGV prediction accuracy values for PP and PF were equal, and had a value of 0.33 for the two traits when using the 44K panel. Similarly, Chen et al (26), determined the DGV prediction accuracy using a 50K panel for PP and PF and obtained values of 0.75 and 0.76 respectively. In both studies PP and PF have a similar genetic architecture, that is, there are few QTLs with a great effect. This contrasts with SCS, where there are many QTLs with a small effect. Now, the difference between the accuracy values reported by the two studies is associated with the size of the reference population. A total of 132 animals were used in our study, whereas Chen et al (26) used 10309. Furthermore, the methodologies used were different: their study used Bayes B and ours...
used Bayes C. In the case of Bayes B, each SNP has a specific locus variance. In Bayes C, on the other hand, variance is common to all SNPs (23).

Habier et al (28), determined the GEBV prediction accuracy in 113 young Holstein bulls using the effects of 40764 SNPs estimated in a reference population of 4000 animals. The accuracy values obtained ($r_{GEBV/EBV}$) for MY and SCS were 0.46 and 0.18 when using the Bayes A method, 0.41 and 0.12 when using the Bayes B method, and 0.43 and 0.15 with the Bayes Cpi. For traits with low heritability such as SCS, many QTL with small effects cannot be detected, since the linkage disequilibrium between the markers and the QTLs might be too low. For this reason, higher marker density is required. Additionally, it has not yet been possible to use a 50K panel to capture 100% of the genetic variance in all the traits evaluated for dairy cattle. The maximum value that has been captured ranges from 90% for MY to 32% for fertility-related traits (28).

In another study, Hayes et al (29), determined the reliability (defined through the $r_{GEBV/EBV}/r_{EBV/TEBV}$ ratio) of genomic values in young animals using the Bayes A method for PP and fertility with a reference population of 332 bulls, based on which the effects of 38259 SNPs were estimated. The reliability value was 0.36 for PP and 0.14 for fertility. On the other hand, Nicolazzi et al (30) determined the prediction accuracy of genomic values ($r_{ABU/DGV}$), using Bayes A and Bayes LASSO-gamma methods for protein yield (PY) and PF with a validation population of 386 bulls, using the effects of 39048 SNPs estimated in a reference population of 763 Holstein-Friesian bulls. The prediction accuracies obtained for PY were 0.52 and 0.48 respectively for each method, while for PF the values were 0.75 and 0.71 respectively. The authors suggest that the prediction accuracy is better for PF, since this trait is explained in more than 30% by mutations in the DGAT1 and GHR genes, indicating that PF is a trait more inheritable than PY. Colombani et al (31), also determined the accuracy and bias of genomic values in the Holstein (2976 bulls in the reference population) and Montbéliarde (950 bulls in the reference population) breeds using the Bayes Cpi. method. The SNPs assessed were 38462 for Montbéliarde and 39738 for Holstein. The accuracy values for MY, PF and conception rate (CR) were: 0.57, 0.80 and 0.34 for the Holstein breed and 0.44, 0.62 and 0.43 respectively for the Montbéliarde breed. The regression coefficients (prediction bias) were: 0.73, 0.90 and 0.72 for Holstein and 0.74, 0.85 and 1.35 for the Montbéliarde breed.

In our study, the accuracy values obtained for PP and PF were higher (0.33 in both cases) when compared with those obtained for OD and CI, which were 0.24 and 0.26 respectively. Likewise, the regression coefficient was higher for PP and PF (0.12 and 0.20) when compared with CI and OD, which had values of 0.03 and 0.04 respectively. These coefficients were less than 1 (b<1) in all cases, which indicates that the DGVs were overestimated with respect to the conventional EBVs; this in turn suggests inflation of the genetic variance in all the studied traits. Hayes et al (29), state that the reliability of the GEBVs for fertility was low in comparison to the value for PP, considering the strong difference in heritability among the studied traits. They then suggest that a higher amount of records for reproduction-related traits is required in the initial experiments in order to obtain more reliable GEBVs and thus achieve a more efficient genomic selection.

Finally, it must be considered than in this study, we estimated the effects of the markers on a small reference population, therefore the accuracy values and the regression coefficients were low when compared with the results of the research conducted by the previously mentioned authors. Therefore, it is important to clarify that this study shows the initial results of genomic evaluations for economically relevant traits with high and low heritability in the Colombian high tropic. Nevertheless, it is necessary to increase the number of genotyped animals and SNPs to consolidate a reference population from which genomic evaluations can be made more accurately.
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