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Abstract: Current models of the classification problem do not effectively handle bursts of particular classes coming in at different times. In fact, the current model of the classification problem simply concentrates on methods for one-pass classification modeling of very large data sets. Our model for data stream classification views the data stream classification problem from the point of view of adynamic approach in which simultaneous training and test streams are used for dynamic classification of data sets. This model reflects real-life situations effectively, since it is desirable to classify test streams in real time over an evolving training and test stream. The aim here is to create a classification system in which the training model can adapt quickly to the changes of the underlying data stream. In order to achieve this goal, we propose an on-demand classification process which can dynamically select the appropriate window of past training data to build the classifier. The empirical results indicate that the system maintains a high classification accuracy in an evolving data stream, while providing an efficient solution to the classification task.

Keywords: Stream classification, geometric time frame, microclustering, nearest neighbor

I. INTRODUCTION

As far as real-world application considers, there’s a necessity in data storage technology haveled to the ability to store the data for real-time transactions. Such processes lead to data which often grow without limit and are referred to as data streams. Discussions on recent advances in data stream mining may be found in [4]. One important data mining problem which has been studied in the context of data streams is that of classification [10].

We develop such an on-demand classifier. The on-demand classifier is designed by adapting the (unsupervised) microclustering model [2] to the classification problem. Since microclustering is a data summarization technique, some of the underlying concepts can be leveraged effectively for other problems, such as classification, which utilize the aggregate data behavior over different time horizons. In order to use such an approach for the classification problem, the following adaptations need to be made:

1. The microclustering process needs to be supervised, since each microcluster belongs to a specific class. Therefore, the representation of the microclusters and the process of updating, merging, and deleting microclusters needs to be done in a class-specific way. The aim of microclustering is to test the classification of different time horizons.

2. A geometric time frame is used instead of the pyramidal time frame in order to store the supervised microclusters. We discuss the similarities and differences of these time frames, and also discuss the advantages of the geometric time frame.

3. A testing phase needs to be designed in conjunction with the creation of the supervised microclusters. This testing phase needs to be sensitive to the evolution of the underlying data stream.

4. Methods need to be designed to pick the optimum segment of the stream in order to effectively perform the classification process. This is because the evolution of the stream [3] significantly affects the behavior of the classification algorithm. For this purpose, the classification framework needs to divide the training stream into two parts which are discussed below.

The testing phase of the on-demand classifier is constructed by dividing the training stream into two parts:

1. A portion which is used for class-specific statistical maintenance of microclusters.

2. A portion which is used for testing the nature of the horizon which provides the best classification accuracy.

II. DEVELOPED SYSTEM

The unsupervised microclustering approach developed in [2] in order to make it work effectively for the classification problem in the context of highly evolving data streams. Recent papers have proposed the classification model in a data stream as a relatively straightforward extension of the traditional classification problem. The only difference is that one-pass mining is required in order to perform the training. In reality, the process of classification should be viewed as a continuous process in which the training stream and test stream are simultaneously generated by the underlying process. In addition, it is assumed that both the training and test streams are evolving over time. This assumption may be true in many monitoring scenarios in which the activities in the underlying data stream are followed by events which can be tracked in time. For example, in business activity monitoring applications, it may be possible to track various control variables as the underlying training stream and the events of significance as the test stream. The same is true of surveillance applications in which a large number of
variables may be tracked in order to monitor events of significance. For applications in which manual labeling is required, this may be true if the class of interest occurs as a rare event. In such cases, the data stream may have a high volume, but the system may be augmented by periodic labeling when the rare events of interest do occur. The assumption of simultaneous test and training streams may not always be necessary when the entire training data is already available, as in the case of static databases. However, in applications in which the classification is used as a means to a rapid response mechanism, this assumption turns out to be very useful. Such applications are also referred to as on-demand applications.

Fig 1. System Architecture

To provide users with different forms of flexibility as flexible query language as well as flexible and interactive retrieval process. By adapting the temporal abstraction [1], the most accurate record will be retrieved since it retrieved by the Time series. A considers the every time sequence which is recorded by the control instrument. To make retrieval of record for the generic repost provided by the physician. There are different modules through which the data flow & execution of project can understand. They are as given below:

1. **Query Data Generation:**

   Here the user needs to provide the input report for which the record has to retrieve on the basis of Time series [2] [3]. The input report will not be readable so it has to be converted into intermediate data which is readable by the program. Then the data present in the intermediate data will be retrieved and provided for the physician. Then the data will be processed for modifying the data in the report if necessary. Then the finalized data will be generated for the further processing.

2. **Domain Selection:**

   After acquiring the query data, the domain in which the query data have to be deal with will have to be analyzed [4]. The domain will lies in the query report by the user. Then the required record based on the domain will be clustered. Then the record for the respective domain will be retrieved.

3. **Retrieving Record:**
Here the record that suits the query domain will be retrieved based on analyse of the input query data provided by the physician. Here the retrieved records will of same domain but different dimensionality that this record will be containing overall records for the domain provided in the query data. So it has to be gathered in the appropriate way[4].

4. Temporal Abstraction:-
The Outcome of retrieving records contains records of same dimensionality but different dimensions. So it’s necessary to retrieve most accurate record for the query data provided by the physician. It retrieval of the resultant record will carried out by the temporal abstraction. For implementing the Temporal Abstraction an Efficient the Viterbi algorithm is used for enhancing the temporal abstraction [1]. Temporal abstraction will analyse the each and every dimension of the records with respect to Time series [2] [8]. Then the records that match the query data will be retrieved. It will be shortlisted record of the required set from the overall domain record. Then the most accurate dataset will be retrieved from the featured records. Then the detailed information of the accurate record will be provided to the user.

5. Generation of Report:-
After acquiring the most accurate record that matches the query data, it has to provide to the user in the most precise form. Hence in this module the finalized information will be saved in magnetic disk and also user can able to take printout of the information.

III DEVELOPED BASIC CONSTRUCTS FOR MAINTAINING CLASSIFICATION STATISTICS

The moments in time at which the summary statistics are stored are organized in the form of a geometric time frame. The use of the geometric time frame provides the flexibilitiy of the classification model. This is because the microclusters, which are stored at different moments in time, can be used to quickly construct a classification model over different time horizons. At each moment in time, the classification on the test stream is performed by using a horizon which suits the needs of that particular moment. While the work in [2] discusses a pyramidal time frame in the context of the clustering problem, the geometric time frame provides a more effective implementation of the storage process. We note that the concept of a geometric time frame is different from the pyramidal frame in terms of reducing the overlap among different snapshots of the data. It is assumed that the training and test data streams each consist of a set of multidimensional records $X_1 \ldots X_k$ arriving at time stamps $T_1 \ldots T_k$. Each $X_i$ is a multidimensional record containing $d$ dimensions which are denoted by $X^{\frac{1}{4}} \delta x_1 \ldots x_d$. In addition, each record $X_i$ in the training data stream is associated with a class label $C_j$. We assume that the class id of the class $C_j$ is $j$. We will first begin by defining the concept of supervised microclusters. While the microclustering concept of [2] is useful for unsupervised clustering, we need to make modifications in order to use this approach for the classification process. The supervised microclusters are created from the training data stream only. Each such microcluster corresponds to a set of points from the training data, all of which belong to the same class. Definition 2.1. A supervised microcluster for a set of $d$-dimensional points $X_i \ldots X_{in}$ with time stamps $T_i \ldots T_{in}$ and belonging to the class with id $C_j$ is defined as the $\delta 2_d \delta 2_t \delta 4t$ tuple $C_{F2x}, C_{F1x}, C_{F2t}, C_{F1t}, n$, class id, wherein $C_{F2x}$ and $C_{F1x}$ each correspond to a vector of $d$ entries. The definitions of each of these entries are as follows:

1. For each dimension, the sum of the squares of the data values are maintained in $C_{F2x}$. Thus, $C_{F2x}$ contains $d$ values. The $p$th entry of $C_{F2x}$ is equal to $P_n \sum_{j=1}^{d} \sum_{p} x_{pij}^2$.
2. For each dimension, the sum of the data values are maintained in $C_{F1x}$. Thus, $C_{F1x}$ contains $d$ values. The $p$th entry of $C_{F1x}$ is equal to $P_n \sum_{j=1}^{d} \sum_{p} x_{pij}$.
3. The sum of the squares of the time stamps $T_i \ldots T_{in}$ are maintained in $C_{F2t}$.
4. The sum of the time stamps $T_i \ldots T_{in}$ are maintained in $C_{F1t}$.
5. The number of data points are maintained in $n$.
6. The variable corresponding to class id corresponds to the class label of that microcluster.

The above definition of the supervised microcluster for the set of points $C$ is denoted by $C_{F_t}$ $C_{F_p}$. This summary information is an extension of the cluster feature vector concept discussed in . Since each component in the definition of the microcluster is an additive sum of different data points, this data structure can be updated easily over different data streams. We note that the microclustering construct is primarily designed for the case of continuously defined attributes. In order to handle categorical data, a similar construct needs to be designed for such variables; a task which is beyond the scope of this paper.
IV EXPERIMENTAL RESULTS

4.1 Comparison with Pyramidal Time Frame

The process of maintenance of supervised microclusters belonging to different classes derives ideas from the nearest-neighbor and k-means algorithms. Because of the supervised nature of the method, class labels need to be used during the clustering process. At any moment in time, a maximum of q microclusters are maintained by the algorithm. We denote these microclusters by M1 . . . Mq. Associated with each microcluster i, we create a unique id whenever it is first created. As we shall subsequently see, the microcluster maintenance algorithm requires a merging of multiple microclusters into one microcluster. Only microclusters that belong to the same class may be merged together during the clustering process. When two such microclusters are merged, a list of ids is created in order to identify the constituent microclusters. The value of q is determined by the amount of main memory available in order to store the microclusters. The microclusters which are maintained in main memory correspond to the current snapshot of summary statistics.

1. A small portion of the stream is used for the process of horizon fitting. The corresponding portion of the training stream is referred to as the horizon fitting stream segment. The number of points in the data used is denoted by kfit. We note that the value of kfit is typically very small, such as 1 percent of the data.

2. The remaining majority of the stream is used for accumulation of the pertinent statistics corresponding to the microclusters and class information.

<table>
<thead>
<tr>
<th>Frame no.</th>
<th>Snapshots (by clock time)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>69 67 65</td>
</tr>
<tr>
<td>1</td>
<td>70 66 62</td>
</tr>
<tr>
<td>2</td>
<td>68 60 52</td>
</tr>
<tr>
<td>3</td>
<td>56 40 24</td>
</tr>
<tr>
<td>4</td>
<td>48 16</td>
</tr>
<tr>
<td>5</td>
<td>64 32</td>
</tr>
</tbody>
</table>

**TABLE 1: A Geometric Time Window**

<table>
<thead>
<tr>
<th>Frame no.</th>
<th>Snapshots (by clock time)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>70 69 68</td>
</tr>
<tr>
<td>1</td>
<td>70 68 66</td>
</tr>
<tr>
<td>2</td>
<td>68 64 60</td>
</tr>
<tr>
<td>3</td>
<td>64 56 48</td>
</tr>
<tr>
<td>4</td>
<td>64 48 32</td>
</tr>
<tr>
<td>5</td>
<td>64 32</td>
</tr>
</tbody>
</table>

**TABLE 2: A Pyramidal Time Window**
V CONCLUSION

In this developed framework for the classification of dynamic evolving data streams by adapting a previously developed (unsupervised) approach for microclustering[2]. While previous research has developed methods on the development of one-pass algorithms for data stream classification, this paper proposes a new framework and a different methodology for online classification and continuous adaption to fast evolving data streams. The stream classification framework proposed in this study has the following fundamental differences from the previous stream classification work in design philosophy. First, due to the dynamic nature of evolving data streams, Second, stream data classification needs to use temporal data and historical summary in its analysis. However, it is too costly to keep track of the entire history of data in uniform, fine granularity. Thus, a geometric time window, with more recent time in finer granularity and more remote time in coarser granularity, strikes a good balance. Previous studies on stream data clustering and stream time-series analysis present logarithmic window [4], natural pyramidal time window [7], and pyramidal time window [2]. This documented design of geometric time window follows this trail but strikes a balance between logarithmic compression and sufficiently detailed coverage of recent events. Geometric time window gives us great flexibility at selection of the appropriate horizon in stream classification. It also provides good potential to carry out other powerful stream classification tasks, such as construction and comparison of models at different time frames, discovery of the evolution of models with time, and so on. This should be an interesting issue for further study. Third, for dynamic model construction, compression should be performed not only along with time, but also on the data objects themselves due to the numerocity of the data. In order to achieve this goal, summary data is generated using microclustering in conjunction with a geometric time window. classification in both continuous query mode (as a built-in watchdog) and ad hoc query mode upon user’s mining request. In summary, we have proposed an interesting framework for online classification of dynamically evolving data streams. The new framework has been designed carefully based on our analysis and reasoning and has been tested based on our experiments on a real intrusion detection data set.
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