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I. INTRODUCTION 

online networking, as characterized in, is 

"a gathering of Internet based applications 

that expand on the ideological and 

innovative establishments of Web 2.0, and 

that permit the creation and trade of client 

produced content." By means of web-

based social networking, individuals can 

appreciate gigantic data, helpful 

correspondence experience          etcetera. 

Be that as it may, online networking may 

have some reactions, for example, 

cyberbullying, which may impact sly 

affect the life of individuals, particularly 

kids and young people. Cyberbullying can 

be characterized as forceful, deliberate 

activities performed by an individual or a 

gathering of individuals through advanced 

specialized techniques, for example, 

sending messages also, posting remarks 

against a casualty. Not quite the same as  

 

 

conventional tormenting that more often 

than not happens at school amid face to-

confront correspondence, cyberbullying 

via web-based networking media can 

happen anyplace whenever. For spooks, 

they are allowed to hurt their companions' 

sentiments since they don't have to 

confront somebody and can take cover 

behind the Internet. For casualties, they are 

effortlessly presented to badgering since 

every one of us, particularly youth, are 

continually associated with Internet or 

online networking. As detailed in, 

cyberbullying exploitation rate ranges 

from 10 to 40 percent. In the United States, 

around 43 percent of young people were 

ever harassed via web-based networking 

media. The same as traditional bullying, 

cyberbullying has negative, insidious and 

sweeping impacts on children. The 

outcomes for victims under cyberbullying 
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may even be tragic such as the occurrence 

of self-injurious behaviour or suicides. 

One way to address the cyberbullying 

problem is to automatically detect and 

promptly report bullying messages so that 

proper measures can be taken to prevent 

possible tragedies. Previous works on 

computational studies of bullying have 

shown that natural language processing 

(NLP) and machine learning are powerful 

tools to study bullying. Cyberbullying 

detection can be formulated as a 

supervised learning problem. A classifier 

is first trained on a cyberbullying corpus 

labelled by humans, and the learned 

classifier is then used to recognize a 

bullying message. Three kinds of 

information including text, user 

demography, and social network features 

are often used in cyberbullying detection. 

RELATED WORK 

This work expects to take in a powerful 

and discriminative content portrayal for 

cyberbullying location. Content portrayal 

what's more, programmed cyberbullying 

identification are both related to our work. 

In the accompanying, we quickly survey 

the past work in these two regions. 

1 Text Representation 

Learning 
In text mining, information retrieval and 

natural language processing, effective 

numerical representation of linguistic units 

is a key issue. The Bag-of-words model is 

the most classical text representation and 

the cornerstone of some states of- arts 

models including Latent Semantic 

Analysis and topic models,Bow model 

represents a document in 

a textual corpus using a vector of real 

numbers indicating the occurrence of 

words in the document. Although BoW 

model has proven to be efficient and 

effective, the representation 

is often very sparse. To address this 

problem, LSA applies Singular Value 

Decomposition (SVD) on the word 

document matrix for BoW model to derive 

a low-rank approximation. Each new 

feature is a linear combination of all 

original features to alleviate the sparsity 

problem. Topic models, including 

Probabilistic Latent Semantic Analysis and 

Latent Dirichlet Allocation, are also 

proposed. The basic idea behind topic 

models is that word choice in a document 

will be influenced by the topic of the 

document probabilistically. Topic models 

try to define the generation process of each 

word occurred in a document. Similar to 

the approaches aforementioned, our 

proposed approach takes the BoW 

representation as the input. 

 

2  Cyberbullying Detection 
With the increasing popularity of social 

media in recent years, cyberbullying has 

emerged as a serious problem afflicting 

children and young adults. Previous 

studies of cyberbullying focused on 

extensive surveys and its psychological 

effects on victims, and were mainly 

conducted by social scientists and 

psychologists. Although these efforts 

facilitate our understanding for 

cyberbullying, the psychological science 

approach based on 

personal surveys is very time-consuming 

and may not be suitable for automatic 

detection of cyberbullying. Since machine 

learning is gaining increased popularity in 

recent years, the computational study of 

cyberbullying has attracted the interest of 

researchers. Several research areas 

including topic detection and affective 

analysis are closely related to 

cyberbullying detection. Owing to their 

efforts, automatic cyberbullying detection 

is becoming possible.  
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SEMANTIC-ENHANCED 

MARGINALIZED STACKED 

DENOISING AUTO-ENCODER 

 
We initially present documentations 

utilized as a part of our paper. Let D ¼  

fw1; . . . ; wdg be the lexicon covering 

every one of the words existing in the 

content corpus. We speak to each message 

utilizing a BoW vector x 2 Rd. At that 

point, the entire corpus can be indicated  

as a grid: X ¼  ½x1; . . . ; 

xn

                                                                    

2 Rdn, where n is the number of accessible 

posts.  

We next quickly audit the minimized 

stacked denoising auto-encoder and exhibit 

our proposed Semantic enhanced 

Underestimated Stacked Denoising Auto-

Encoder. 
 

Marginalized Stacked Denoising 

Auto-Encoder 
Chen et al. proposed an altered adaptation 

of Stacked Denoising Auto-encoder that 

utilizes a direct rather than a nonlinear  

projection in order to get a shut shape 

arrangement [17]. The essential thought 

behind denoising auto-encoder is to 

remake the first contribution from an 

adulterated one ~x1; . . . ; ~xn with the 

objective of getting hearty portrayal. 

 

Merits of smSDA 

Some important merits of our proposed 

approach are summarized 

as follows: 

1) Most cyberbullying detection methods 

rely on the BoW model. Due to the 

sparsity problems of both data and 

features, the classifier may not be trained 

very well. Stacked denoising autoencoder, 

as an unsupervised representation learning 

method, is able to learn a robust feature 

space. In SDA, the feature correlation is 

explored by the reconstruction of 

corrupted data. The learned robust feature 

representation can then boost the training 

of classifier and finally improve the 

classification accuracy. In addition, the 

corruption of data in SDA actually 

generates artificial data to expand data 

size, which alleviate the small size 

problem of training data. 

2) For cyberbullying problem, we design 

semantic dropout noise to emphasize 

bullying features in the new feature space, 

and the yielded new representation is 

thus more discriminative for cyberbullying 

detection. 

3) The sparsity constraint is injected into 

the solution of mapping matrix W for each 

layer, considering each word is only 

correlated to a small portion of the 

whole vocabulary. We formulate the 

solution for themapping weights W as an 

Iterated Ridge Regression problem, in 

which the semantic dropout noise 

distribution can be easily marginalized to 

ensure the efficient training of our 

proposed smSDA. 

4) Based on word embedding, bullying 

features can be extracted automatically. In 

addition, the possiblelimitation of expert 

knowledge can be alleviated by use of 

word embedding. 

 

EXPERIMENTS 

 

In this section, we evaluate our proposed 

semantic enhanced marginalized stacked 

denoising auto-encoder with two public 

real-world cyberbullying corpora. We start 

by describing the adopted corpora and 

experimental setup Experimental results 

are then compared with other baseline 

methods to test the performance of our 

approach. At last, 

we provide a detailed analysis to explain 

the good performance 

of our method. 

 

Twitter Dataset 
Twitter is “a real-time information 

network that connects you to the latest 

stories, ideas, opinions and news about 

What you find 

inserting”(https://about.twitter.com/). 
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Registered users can read and post tweets, 

which are defined as the messages posted 

on Twitter with a maximum length of 140 

characters. The Twitter dataset is 

composed of tweets crawled by the 

public Twitter stream API through two 

steps. 

In Step 1, keywords starting with “bull” 

including “bully”, “bullied” and“bullying” 

are used as queries in Twitter to preselect 

some tweets that potentially contain 

bullying contents. Re-tweets are removed 

by excluding tweets containing the 

acronym“RT”. 

 In Step 2, the selected tweets are manually 

labelled as bullying trace or non-bullying 

trace based on the contents of  the tweets. 

7,321 tweets are randomly sampled from 

the whole tweets collections from August 

6, 2011 to August 31,2011 and manually 

labeled2. It should be pointed out here that 

labeling is based on bullying traces. A 

bullying trace is defined as the response of 

participants to their bullying experience. 

Bullying traces include not only messages 

about direct bullying attack, but also 

messages about reporting a bullying 

experience, revealing self as a victim et al. 

Therefore, bullying traces far exceed the 

incidents of cyberbullying. Automatic 

detection of bullying traces are valuable 

for cyberbullying research [38]. To pre-

process these tweets, a 

tokenizer is applied without any stemming 

or stop word removal operations. In 

addition, some special characters including 

user mentions, URLS and so on are 

replaced by predefined characters, 

respectively. The features are composed 

of unigrams and bigrams that should 

appear at least twice and the details of 

preprocessing can be found in [8]. 

 

Experimental result 

In  this  section,  we  show  a  comparison  

of  our  proposed smSDA method with six 

benchmark approaches on Twitter and  

MySpace  datasets.  The  average  results,  

for  these  two datasets,   on   classification   

accuracy   and   F1   score   are shown in 

Table 2. Figs. 8 and 9 show the results of 

seven compared   approaches   on   all   

sub-datasets   constructed from  Twitter  

and  MySpace  datasets,  respectively.  the  

other  approaches  in these two Twitter and 

MySpace corpora.Since BWM  does  not  

require  training  documents,  its  results 

over  the  whole  corpus  are  reported  in  

Table  2.  It  is  clear that  our  approaches  

outperform  

The first observation is that semantic BoW 

model (sBow) performs  slightly  better  

than  BoW.  Based  on  BoW,  sBoW just  

arbitrarily  scale  the  bullying  features  by  

a  factor  of  2. This means that semantic 

information can boost the performance of 

cyberbullying detection. For a fair 

comparison, the bullying features used in 

our method and sBoW are unified to be the 

same. Our approaches, especially smSDA, 

gains a significant  performance  

improvement  compared  to  sBoW. This  

is  because  bullying  features  only  

account  for  a  small portion of all features 

used. It is difficult to learn robust features  

for  small  training  data  by  intensifying  

each  bullying features’ amplitude. Our 

approach aims to find the correlation  

between  normal  features  and  bullying  

features  by reconstructing corrupted data 

so as to yield robust features. In addition, 

Bullying Word Matching, as a simple and 

intuitive method of using semantic 

information, gives the worst performance. 

In BWM, the existence of bullying words 

are defined as rules for classification. It 

shows that only an elab- orated utilization 

of such bullying words instead of a simple 

one can help cyberbullying detection. 
 

Conclusion 

 

This paper addresses the text-based cyber 

bullying detection problem, where  robust  

and  discriminative  representations of 

messages are critical for an effective 

detection system. By designing  semantic  

dropout  noise  and  enforcing  sparsity, we 
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have developed smSDA as a specialized 

representation learning  model  for  

cyberbullying  detection.  In addition, 

word embeddings have been used to 

automatically expand and refine bullying 

word lists that are initialized by domain 

knowledge. The performance of our 

approaches has been experimentally 

verified through two cyberbullying corpora 

from social medias: Twitter and MySpace. 

As a next step we are planning to further 

improve the robustness of the learned 

representation by considering word order 

in messages. 
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