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Abstract:  
On bimodal emotion recognition based on speech signal and facial expression, a method is proposed to extract the 

corresponding image farme combining speech signal frame on the timeline. The method overcomes the problem which the 

key frame of static facial expressional image can’t be pinpointed as the recognized object on video. It is also use to combine 

nonlinear features of speech signal to conduct the study of emotional recognition. Firstly, linear and nonlinear features of 

the speech signal are extracted as the speech emotion feature. After pre-processing speech signal frames and adds window 

according to the overall frames of video, the mean of the absolute value of all framing signal sampling points’ amplitude 

is computed, and ten images,which correspond to ten largest absolute values of speech signal, can be selected. And then, 

ten images’ feature vectors are extracted and their mean is computed as last feature vector of facial expression of video. 

Finally, the support vector machine classifier is used to recognize emotion through feature-level fusion.Experiments show 

that the extracted facial features can better reflect the emotional state, and the recognition effect is achieved better though 

fusion of speech signal features.    

Keywords — Bimodal Emotion Recognition, Nonlinear Features of Speech Signal, Extraction of Facial Images of 

Video 
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I.  Summarize 
In 1971, American psychologists, Ekman and Friesen, 

first proposed six basic emotions: anger, sadness, joy, fear, 
disgust and surprise[1].With the development of science 
and technology, the research about emotion recognition 
has become an important research in the field of machine 
learning. Emotion recognition research mainly makes use 
of the body's biological features and physiological signal 
feature, such as voice, facial expressions, blood pressure, 
heart signals, pulse and etc, to obtain for the experimental 
research of emotional state of experiment object. At 
present, emotional identification, based on emotional 
behavior at home and abroad, can be divided into single-
modal emotional recognition and multi-modal emotional 
recognition. The single-modal emotional recognition is 
identified by single feature, and there are limitations in the 
recognition of the research process. By fusing 
multiple features, multi-modal emotional recognition 
increases the complexity of feature recognition and 
becomes more reliable and accurate.  

Speech recognition and facial expression recognition 
are two important research directions of emotional 
recognition research, and bimodal emotional recognition 
which combines them also becomes one of hot spots of the 
experiment research. Cheng-Yao Chen and Yue-Kai 

Huang[2] demonstrated that the bimodal emotional 
features, which fuse speech and facial expression, are 
more effective than single-modal emotional features. Yao 
hui[3] used the nonlinear features of speech signals to 
identify four emotion speech, and points out the non-linear 
speech features have some effect on the speech emotional 
recognition. Huang et al.[4] carried out the bimodal 
emotional recognition by extracting the facial geometric 
features, phonological features and acoustic features, and 
also achieved good results. Although the bimodal 
emotional recognition of speech and facial expression has 
achieved good results, but the experiment process still has 
some problems, such as emotion databases which are used 
in research are very difficult to get unified use, and some 
databases which are known is mostly not made public. In 
addition, which the feature extraction of speech signals is 
still based on the extraction of linear features, nonlinear 
features of the speech signal are always ignored. To 
extract the audio and video facial expression image, some 
methods based on dynamic image information are used, 
such as optical flow method[5] and difference image 
method[6]. Those methods didn’t combine voice to video 
image in extracting key frames of facial expressions. 

In this paper, the emotional recognition study was 
carried out on eNTERFACE'05 emotion database[7]. The 
generation of speech is a complicated nonlinear 

process[8], so nonlinear features of the speech signal 
are extracted as the test of the phonetic feature. On 
emotional recognition of facial expressions of video, the 
static image features of video are extracted with the 

amplitude of speech signal and the corresponding average 
amount of image features is calculated as a new feature 
extraction. It avoids the question that the selection of key 
frame of single-modal video images is uncertain and 
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subjective. And with the combination of voice signal 
amplitude changes,a new method is put forward to extract 
video static facial expression of image frames, which 
contributes to effective development in training and 
recognition of the late image features . 

 

II. Nonlinear Features of Emotional Speech 

 For the nonlinear features of emotional speech, five kinds 

of features is selected to experiment, including hurst index, 

Lempel_Ziv complexity, lyapunov index, approximate 

entropy and box dimension. The detailed introduction is 

as follows: 

 

A.  Hurst Index 

 Hurst index (hereinafter referred to as "H") was designed 

by H. E. Hurst, a British hydrologist in the study of the 

relationship between water flow and the storage capacity 

in reservoir. The rescaled range analysis method(R/S)[9] 

is used to calculate the H of the emotional speech. In above 

method, discrete speech time series is extracted and 

divided into N adjacent subsequences u according to equal 

length n. Then the cumulative deviation zu and standard 

deviation Su of each sequence are calculated, and we also 

can calculate the range of zu as following. 

   
            （1） 

And then the rescaled range Ru/Su of each subsequence 
can be obtained, and finally we can get the calculation 
formula of the H as follows. 

            H

n KnSR /               （2） 

Among them, (R/S)n is the mean of the values of all 
subsequences, K is constant, and H is the Hurst index.  
The features of the Hurst index can reflect the correlation 
difference of emotions around the time. That is to say, 
different emotional states can be distinguished by different 
Hurst exponents. 
 

B.  Lempel_Ziv Complexity 

  As a nonlinear analysis method, Lempel_Ziv 
complexity (hereinafter referred to as “LZC”) is one of the 
important parameters of analyzing time series due to its 
small computation and easy implementation. LZC reflects 
that the time series emerge the rate of new model with the 
increase of time length[10] and shows the randomness of 
time series. According to LZC algorithm[10], assume the 
length of a time series is n, and get the number c(𝑛) of 
diverse substring in the reconstructed sequence {𝑆(𝑖)} . 
When n tend to infinity, c(𝑛)will tend to 𝑛 log𝐿 𝑛⁄ .

.
L is 

expressed as segment number which is divided by the 
original sequence though a coarse graining preprocessing. 
Finally, the formula of the normalized LZC is as follows.

       

          

             

（3） 

Since LZC reflects the randomness of time series and 
different emotional speech signals is different, LZC can be 
used as the feature of emotional speech. 

C.  Largest Lyapunov Exponent 

The lyapunov exponent is an important parameter to 
measure the divergence rate of average index in the 
neighboring trajectories of the phase space. The Largest 

Lyapunov Exponent (hereinafter referred to as “LLE”), 
reflects the convergence rate or the divergence rate of the 
orbit. And the value of LLE is indicated as when 

1 > 0, 
the orbital divergence rate and chaos degree also increase 
as

1 increase. For the calculations of LLE, compared to 
other methods, the algorithm of small data quantity[11], 
put forward by Rosenstein et al., has good robustness for 
the selection of embedding dimension, time delay and 
average period. Therefore this article uses the algorithm 
of small data quantity to solve the problem. Its main 
calculation formula is as follows. 

             nd
t

ny mln
1


            （4） 

 Among them, t represents the period of time series.   
𝑑𝑚(𝑛)drepresents the distance of m’th similar points after 
n time step in the basic orbit.〈∗〉 denotes the mean value 
of all the values of m in the symbol. 
 

D.  Approximate Entropy 

  As a nonlinear dynamic parameter, approximate 
entropy (hereinafter referred to as “ApEn”) doesn’t 
require large amount of data and has strong anti-noise and 
anti-interference ability[12]. ApEn mainly focuses on the 
complexity of the process of time series from a statistical 
point of view, reflecting the self-similarity of time series 
in patterns. The algorithm of ApEn[12] assumes that the 
time series, whose length is N, is   Niiu ,,2,1, 
  Niiu ,,2,1,  . Then the new dimension vector is 

reconstructed, and its vector form is as follows: 

       （5） 

 And it also calculates the relative Euclidean distance  

d𝑖𝑗 between any vector X𝑖  and the remaining vector X𝑗 , 

and counts the number nd  of d𝑖𝑗 ≤ 𝑟 × 𝑆𝐷, in which r 

is given threshold, and SD is the standard value of the 

sequence. The calculation formula can be got as follow: 
         （6） 

  
Then, we can take the log of      , and we take the 

mean of       . 

      （7） 

Finally, the formula of ApEn can be got as follow. 

                  （8） 

ApEn is widely used in bioelectrical signal, mechanical 
fault signal and current signal. Therefore, it is extracted as 
the nonlinear feature of emotional speech. 

 

E.  Box-counting Dimension 

Box-counting dimension is a method to describe fractal 
theory in chaotic signals. Compared with other fractal 
dimensions, it has many advantages such as simple 
calculation, easy method to implement and convenient 
application on experiment. To calculate this dimension for 
a fractal S, we can imagine this fractal lying on an evenly-
spaced grid, and count how many boxes are required to 
cover the set. The box-counting dimension is calculated 
by seeing how this number changes as we make the grid 
finer by applying a box-counting algorithm. In order to 
show the box dimension D𝑏 of the subsubset F in the N-
dimensional Euclidean space, we can use the formula as 
follow[13]. 
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（9） 

In the formula,       is the number of smallest cubes 
whose length of each side is  and which are covered by 
area F. The auto-correlation degree of speech signal 
increase with the decrease of the box dimension. 
Therefore, as one of nonlinear features of speech signal, 
box-counting dimension helps us to study the emotional 
speech recognition better. 

 

III. the Extraction and Feature Processing of 
Facial Expression Image in Video 
In video, the facial expression recognition mainly 

includes the movement feature recognition and static 
facial image recognition. The former focuses on the 
change of the movement information of facial expression, 
while the latter carry out the emotional recognition by 
selecting the key frame of the effective facial expression 
image in video.This paper mainly carries on the 
experiment through the latter. 

 

A.  the Extraction of Facial Expression Feature 

For the extraction of static facial image feature, the 
method of improved local binary model and Gabor 
wavelet transform are used to extract features. 

 

1.  Local Binary Pattern 

Local Binary Pattern(hereinafter referred to as “LBP”), 
put forward by t. Ojala et al. based on the operator of 
texture feature about image gray value, reflects the 
relationship between the image pixel of a position and  
the pixel in the domain. This paper uses the modified LBP 
operator of Uniform model[14] to extract the image 
feature. The operator, which can be expressed as       , 
is represented by the following formula. 

 

（10） 
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 represents the gray value of the center pixel, and 
 the            is the gray value of the pixel of 

the sample point in the circle. When using LBP operator 
to extract the facial expression feature, firstly we use 
MATLAB toolbox of Face Part Detection to extract the 
facial expressions of two eyes and mouth which can 
perform the emotion well. According to the method of 59-
bin LBP operator[15], after extracting LBP histogram of 
three areas and connecting them in order, we can get LBP 
feature vector of the facial expression image, whose 
dimension is 177  359 . 

 
 
 

 

2.  Gabor Wavelet Transform 

Gabor wavelet transform can effectively extract local 
structure information in both spatial domain and 
frequency domain. And the two-dimensional Gabor 
wavelet can show the texture feature of the image 
relatively clearly, so it is widely used in facial expression 
recognition. For a grayscale image  yxI , , its Gabor 
wavelet transform formula is as follow. 

      ,, *,, yxIyxO          （13） 

Among above formula,    represents the kernel 
function of the two-dimensional Gabor wavelet, and   
and  respectively represent the direction and scale of 
the Gabor filter. In order to reflect the texture feature of 
image better, we select 40-filter combination with 8 scale 
and 4 direction. Because the extracted feature dimension, 
based on Gabor wavelet transform, is big, we should 
ensure the treatment efficiency of subsequent recognition. 
Therefore, we need to take an average of Gabor feature 
vector and treat them with feature dimension reduction. 
this article[16] uses the method of principal component 
analysis (hereinafter referred to as “PCA”) to reduce 
dimension and retain 90% of the original information.  

 

B.  the Extraction of the Image Frame of Static Facial 

Expression 

Generally speaking, when people express emotion, the 
amplitude of speech signal is also enhanced, and there are 
better emotional expression on their facial expressions. 
Based on the relationship between emotional voice and 
image frames, a new idea of the feature processing of the 
static image frame of facial expression is presented as 
follows: 
1) In the experiment, we extract and preprocess the speech 
signal. And the preprocessing process mainly includes the 
endpoint detection, the preaccentuation of signal filtering 
and the amplitude normalization. In this paper, the 
endpoint detection is carried out mainly through the 
method of energy-entropy ratio, and the preemphasis uses 
the high-pass filter. Then in the emotion database of 
eNTERFACE '05, the speech signal of angry emotion in 
the video s1_an_1 is extracted and pretreated. Figure 1 
shows the contrast between the original speech signal and 
the time domain waveform of the preprocessing speech 
signal. 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Fig. 1  Pre-processing of Speech Signal 

 

2) After receiving the pre-processed emotional speech, we can frames and adds window to it. In order to contract 
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speech signal frame and image frame, assume that the 
number of inage frames per second is n, and the speech 
signal is framed and windowed in accordance with the n 
frames per second. At the same time, the hanning window 
function is added to the signal and the sampling frequency 
of speech signal is set at 16000Hz. Assume that the frame 
shift inc of the voice signal is equal to one third of frame 
length wlen ,that is to say, 3wleninc  . And then the 
calculation formula of frame length is shown as follows. 

  160001  incnnwlen      （14） 

After transforming the formula, we can get： 

)12/(48000  nwlen         （15） 
In this paper, the video image frame of the eNTERFACE 
'05 database is set at 25 frames per second, and the 
preprocessed speech signal frames and adds window at 25 
frames per second.  
3) After framing and adding window, assume the framing 
speech array is represented as {𝑓(𝑖)} , in which N is 
denoted as the total frame number, and 𝑓(𝑖)  is time 
sequencee of speech signal of the i’th frame, which is 
expressed as follow. 

    wlenjjuif i ,,2,1,        （16）
    

We take the mean of the absolute value of all the 
amplitudes     in each of the frame signals 𝑓(𝑖), and we 
use  is to represent the mean. The formula is following. 

               （17） 

After calculating the mean value of the absolute value of 
the amplitude, the formula is obtained as follow. 

  Niisx ,...,2,1,             （18） 
On the timeline, there is a one-to-one correspondence 
between each element of the sequence and the image 
frames of video. The sequence x is rearranged in the  
order from large to small. At the same time, rearranging 
the sequence of corresponding image frames, we can get 
the new image frame sequence as follow. 

  NiiIy ,...,2,1,            （19） 

 iI represents the image frame. Figure 2 is the first five 
facial expression grayscale images of the sequence y 
(from top to bottom: surprise, anger, happiness, sadness, 
disgust and fear). 

IV. Process and Analysis of the Experiment 
 

A.  Emotional Database of Video  

We select the eNTERFACE'05 multi-modal emotional 
database, in which the experimental objects include 43 
English-speaking people from different countries. The 
database collects emotional data by inducing emotion and 
contains six basic emotions, such as surprise, anger, 
happiness, sadness, disgust and fear. Each video contains 
five different sentences.The number of total experimental 
data is 1290. 
 
B.  Feature Vector of Emotional Speech 

The feature extraction of emotional speech includes 
linear feature extraction and non-linear feature extraction. 
In this paper, four common linear features including 
fundamental frequency, resonance peak, short-time energy 
and Mel-frequency cepstral coefficient, are selected in the 
experiment. The total dimension of feature vector is 203. 
Before extracting the nonlinear features of speech, the 
speech signal should be preprocessed. The pretreatment 
mainly includes endpoint detection, pre-accentuation, 

amplitude normalization, framing and adding window. 
Among them, the endpoint detection adopts the energy-
entropy-ratio method, the pre-accentuation uses the high-
pass filter, whose coefficient is set to 0.99. The hanning 
window function are adopted to add window and the 
frame length is set at 512, and the frame shift is set at 256. 
After preprocessing the speech signal and extracting five 
nonlinear features including the hurst index, Lempel_Ziv 
complexity, Lyapunov index, box dimension and 
approximate entropy, and their first order difference, the 
maximum, minimum, mean, median, variance, skewness, 
and kurtosis of those features can be calculated 
respectively. The total feature dimension of the emotional 
speech is 273. 
 

C. Construction of Feature Vectors of Facial Expression 

Before extracting the feature of expression image, we 
should proceed face detection and extraction of the 
original image. We uses the Face Part Detection toolbox 
in MATLAB to detect and locate the static image and cut 
the image to 200160 pixel. Figure 2 shows the gray 
images of six emotion in image sequence y(from top to 
bottom: surprise, anger, happiness, sadness, disgust, and 
fear). It can be seen that the first 5 images of the image 
sequence y, which is extracted by the method of 3.2, can 
represent their emotional state very well. Figure 3 shows 
the comparison between the images of the first 10 images 
and the last 10 images in the video s1_ha_1 which 
represent happy emotion. The stronger the amplitude of 
speech signal is, the better the corresponding facial 
expression image reflects the character's emotional state. 
on the contrary, the weaker the amplitude of speech signal 
is, the less obvious the corresponding facial expression 
image reflects the character's emotional state. 

Therefore, in order to prevent single facial expression 
image can’t completely represent character's emotional 
state in the video, we select the first 10 images of the 
image sequence y, which can represent emotional state, 
and respectively extract LBP feature vector and Gabor 
feature vector. After calculating the average of those 10 
images as the average feature vector of the facial 
expression in the video, we can use PCA method to reduce 
dimension. Finally, the vector dimension of image is 257. 

 

Fig. 2  Facial Expression Images of Six Emotions 
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Fig. 3  Facial Expression Images In the Video of s1_ha_1 

 

D.  Bimodal feature fusion of speech and facial 

expression 

After extracting feature vector of speech emotion signal 
and facial expression, we need to fuse different modal 
feature vector. The fusion methods mainly include feature-
layer fusion and decision-level fusion[17]. We select the 
method of feature-layer fusion to carry out the experiment. 
Feature-layer fusion shows that the feature vector of 
speech and facial expression are extracted and connected 
to form a new feature vector. Then by support SVM 
classifier,we can use the 10-fold cross-validation way to 
recognize emotion. The fusion method is easy to 
implement and also compresses objective information. 
Figure 4 shows the bimodal emotion recognition process 
based on feature-layer fusion. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 4  Bimodal Emotional Recognition Based on Feature-level Fusion 

 

E.  the Experiment Process and Analysis 

By using the SVM classifier to identify the linear and 
non-linear features of speech signals in the eNTERFACE 
'05 database,we can get the recognition sutuation of the six 
kinds of emotions is shown in table 1.  

As can be seen from table 1, the nonlinear feature 
recognition rate of the three kinds of speech emotion of 
happiness, sadness and fear, is higher than the linear 

feature-recognition rate. They are increased by 2.79%, 
4.74% and 7.24% respectively. By the combination with 
linear and nonlinear feature, the speech recognition rate 
has a certain improvemen. And compared with the linear 
feature recognition rate and the non-linear feature 
recognition rate, the average recognition rate increases by 
4.92% and 7.08% respectively. It can be seen that the 
introduction of nonlinear features can effectively 
distinguish the speech emotion. Although in general the 
average recognition rate of nonlinear feature is less than 
the average recognition rate of linear feature, for some 
emotion state, such as happiness, sadness and fear, the 
recognition effect of nonlinear features better than that of 
linear feature. At the same time, speech emotion 
recognition which fuses linear feature and nonlinear 
feature can represent better recognition effect. 

Table 1   

Comparison of Recognition Rates of Different Types of Features of 

Emotional Speech(%) 

 Linear Feature 
Nonlinear 

Feature 

Linear and Nonlinear 

Feature 

Surprise 68.63 53.46 72.63 

Anger 78.04 73.87 83.56 

Happiness 68.74 71.53 73.71 

Sadness 75.01 79.75 81.61 

Disgust 63.85 55.45 64.89 

Fear 58.39 65.63 65.78 

Average 68.78 66.62 73.70 

Table 2 shows the recognition rate of the static face 
expression in video database by using the SVM classifier. 
It can be seen from table 2 that by combining the Gabor 
feature and LBP feature of facial expression, the  
average recognition rate is generally improved and 
reaches 63.92%. But relative to the emotion speech 
recognition, the recognition effect of facial expression is 
relatively poor, so using single features of facial 
expression recognition can’t achieve the ideal effect. 

Table 2   

Comparison of Recognition Rates of Different Types of Features of 

Facial Expression (%) 

 Gabor Features LBP Features 
Gabor and LBP 

Features 

Surprise 64.34 42.52 65.01 

Anger 56.92 32.46 64.75 

Happiness 73.80 59.74 76.46 

Sadness 67.64 51.81 64.99 

Disgust 64.46 48.02 62.07 

Fear 43.36 32.99 50.22 

Average 61.75 44.59 63.92 

 
Table 3 is an emotional comparison between the two 

modal emotion recognition and the single-mode emotion 
recognition with the fusion of speech emotion and facial 
expression features.From table 3, it can be seen that the 
recognition rate of dual modal emotion recognition, which 
combines emotional speech features and facial expression 
features, has better recognition effect than emotion 
recognition of single mode. 

 
 

Emotion Speech in Video  

preprocessing 
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Detecting and Pretreating facial Image 
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Table 3   

Comparison of Recognition Rates of Single Emotional Feature and 

Fusion Feature(%) 

 Speech Features Facial Features Fusion Features 

Surprise 72.63 65.01 78.56 

Anger 83.56 64.75 87.31 

Happiness 75.71 72.46 80.34 

Sadness 81.61 64.99 85.75 

Disgust 64.89 62.07 69.75 

Fear 65.78 50.22 72.56 

Average 74.03 63.25 79.05 
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