Design of 32-Bit Carry Skip Adder Using Binary to Excess-1 Converter
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Abstract—Adders are fundamental arithmetic component in many computer systems, since most of the research in the last few decades has concentrated on reducing the delay of addition. One of the most efficient adder architectures in terms of delay and power dissipation is the carry-skip adder. The existing CSKA structure uses concatenation and incrementation schemes to improve the speed and AOI (AND OR Invert) and OAI (OR AND Invert) compound gates are used instead of mux. From the structure of the CSKA, it is clear that there is scope for reducing the area and power consumption significantly from the existing structure. In this project, an area efficient 32-bit carry-skip adder to achieve lower power consumption is designed. This work uses a simple and efficient gate-level modification to lower the power and area of the CSKA. The optimum sizes for the skip logic blocks are decided by considering the delay of critical path. Based on this modification CSKA architecture have been developed and compared with the conventional CSKA architecture. The proposed design has reduced area and power by 18.7% and 87% respectively as compared with the regular CSKA with only a slight increase in the delay (0.5%). The proposed CSKA can be applied to any application where the adder is needed. In this project, the proposed CSKA was applied in FIR filter to reduce the area and the power. This work evaluates the performance using TANNER 0.25µm CMOS process technology.
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INTRODUCTION

Adders are a key building block in arithmetic and logic units (ALUs) and hence increasing their speed and reducing their power/energy consumption strongly affect the speed and power consumption of processors. Obviously, it is highly desirable to achieve higher speeds at low-power/energy consumptions, which is a challenge for the designers of general purpose processors.

one may choose between different adder structures/families for optimizing power and speed. There are many adder families with different delays, power consumptions, and area usages. Examples include ripple carry adder (RCA), carry increment adder (CIA), carry skip adder (CSKA), carry select adder (CSLA), and parallel prefix adders (PPAs). The RCA has the simplest structure with the smallest area and power consumption but with the worst critical path delay. In the CSLA, the speed, power consumption, and area usages are considerably larger than those of the RCA. The PPAs, which are also called carry look-ahead adders, exploit direct parallel prefix structures to generate the carry as fast as possible. There are different types of the parallel prefix algorithms that lead to different PPA structures with different performances. As an example, the Kogge–Stone adder (KSA) is one of the fastest structures but results in large power consumption and area usage. It should be noted that the structure complexities of PPAs are more than those of other adder schemes.

The CSKA is an efficient adder in terms of power consumption and area usage. The critical path delay of the CSKA is much smaller than the one in the RCA, whereas its area and power consumption are similar to those of the RCA. In addition, the power-delay product (PDP) of the CSKA is smaller than those of the CSLA and PPA structures. In addition, due to the small number of transistors, the CSKA benefits from relatively short wiring lengths as well as a regular and simple layout. The comparatively lower speed of this adder structure, however, limits its use for high-speed applications.

In this paper, given the attractive features of the CSKA structure, we have focused on reducing its delay by modifying its implementation based on the static CMOS logic. The proposed modification increases the speed considerably while maintaining the low area and power consumption features of the CSKA. In addition, an adjustment of the structure, based on the variable latency technique, which in turn lowers the power consumption without considerably impacting the CSKA speed, is also presented. The design of (hybrid) variable latency CSKA structures have been reported in the literature. Hence, the contributions of this paper can be summarized as follows.

1) Proposing a modified CSKA structure by combining the concatenation and the incrementation schemes to the conventional CSKA (Conv-CSKA) structure for enhancing the speed and power efficiency of the adder. The modification provides us with the ability to use simpler carry skip logics based on the AOI/OAI compound gates instead of the multiplexer.
2) Providing a design strategy for constructing an efficient CSKA structure based on analytically expressions presented for the critical path delay.
3) Proposing a hybrid variable latency CSKA structure based on the extension of the suggested CSKA, by replacing some of the middle stages in its structure with a PPA, which is modified in this paper.
2. CONVENTIONAL CARRY SKIP ADDER

The structure of an \( N \)-bit Conv-CSKA, which is based on blocks of the RCA (RCA blocks), is shown in Fig. 1.

In addition to the chain of FAs in each stage, there is a carry skip logic. For an RCA that contains \( N \) cascaded FAs, the worst propagation delay of the summation of two \( N \)-bit numbers, \( A \) and \( B \), belongs to the case where all the FAs are in the propagation mode. It means that the worst case delay belongs to the case where \( P_i = A_i \oplus B_i = 1 \) for \( i = 1, \ldots, N \), where \( P_i \) is the propagation signal related to \( A_i \) and \( B_i \). This shows that the delay of the RCA is linearly related to \( N \) [1].

In the case, where a group of cascaded FAs are in the propagate mode, the carry output of the chain is equal to the carry input. In the CSKA, the carry skip logic detects this situation, and makes the carry ready for the next stage without waiting for the operation of the FA chain to be completed. The skip operation is performed using the gates and the multiplexer shown in the figure. Based on this explanation, the \( N \) FAs of the CSKA are grouped in \( Q \) stages. Each stage contains an RCA block with \( M_j \) FAs (\( j = 1, \ldots, Q \)) and a skip logic. In each stage, the inputs of the multiplexer (skip logic) are the carry input of the stage and the carry output of its RCA block (FA chain). In addition, the product of the propagation signals (\( P \)) of the stage is used as the selector signal of the multiplexer. The CSKA may be implemented using FSS and VSS where the highest speed may be obtained for the VSS structure [2].

3. MODIFIED CSKA STRUCTURE

Based on the discussion presented in Section 2, it is concluded that by reducing the delay of the skip logic, one may lower the propagation delay of the CSKA significantly. Hence, in this paper, we present a modified CSKA structure that reduces this delay.

The structure is based on combining the concatenation and the incrementation schemes with the Conv-CSKA structure, and hence, is denoted by CI-CSKA. It provides us with the ability to use simpler carry skip logics. The logic replaces 2:1 multiplexers by AOI/OAI compound gates (Fig. 2). The gates, which consist of fewer transistors, have lower delay, area, and smaller power consumption compared with those of the 2:1 multiplexer [3]. The structure has a considerable lower propagation delay with a slightly smaller area compared with those of the conventional one. Note that while the power consumptions of the AOI (or OAI) gate are smaller than that of the multiplexer, the power consumption of the proposed CI-CSKA is a little more than that of the conventional one. This is due to the increase in the number of the gates, which imposes a higher wiring capacitance (in the noncritical paths).

Now, we describe the internal structure of the proposed CI-CSKA shown in Fig-2 in more detail. The adder contains two \( N \) bits inputs, \( A \) and \( B \), and \( Q \) stages. Each stage consists of an RCA block with the size of \( M_j \) (\( j = 1, \ldots, Q \)). In this structure, the carry input of all the RCA blocks, except for the first block which is \( C_i \), is zero (concatenation of the RCA blocks). Therefore, all the blocks execute their jobs simultaneously. In the proposed structure, the first stage has only one block, which is RCA. The stages 2 to \( Q \) consist of two blocks of RCA and incrementation. The incrementation block uses the intermediate results generated by the RCA block and the carry output of the previous stage to calculate the final summation of the stage. The internal structure of the incrementation block, which contains a chain of half-adders (HAs), is shown in Fig-3. In addition, note that, to reduce the delay considerably, for computing the carry output of the stage, the carry output of the incrementation block is not used.
As shown in Fig-2, if an AOI is used as the skip logic, the next skip logic should use OAI gate. In addition, in the Conv-CSKA, the skip logic (AOI or OAI compound gates) is not able to bypass the zero carry input until the zero carry input propagates from the corresponding RCA block. To solve this problem, in the proposed structure, we have used an RCA block with a carry input of zero (using the concatenation approach). This way, since the RCA block of the stage does not need to wait for the carry output of the previous stage, the output carries of the blocks are calculated in parallel.

3.2 Area and Delay of the Proposed Structure

As mentioned before, the use of the static AOI and OAI gates (six transistors) compared with the static 2:1 multiplexer (12 transistors), leads to decreases in the area usage and delay of the skip logic[3],[4]. In addition, except for the first RCA block, this means that \((Q-1)\) FAs in the conventional structure are replaced with the same number of HAs in the suggested structure decreasing the area usage (Fig-2). In addition, note that the proposed structure utilizes incrementation blocks that do not exist in the conventional one. Therefore, the area usage of the proposed CI-CSKA structure is decreased compared with that of the conventional one.

3.3. Stage Sizes Consideration

Similar to the Conv-CSKA structure, the proposed CI-CSKA structure may be implemented with either FSS or VSS. Here, the stage size is the same as the RCA and incrementation blocks size. In the case of the FSS (FSS-CI-CSKA), there are \(Q = \frac{N}{M}\) stages with the size of \(M\). The optimum value of \(M\), which may be obtained using (1), is given by

\[
M_{opt} = \frac{N(2\text{TAND}+2\text{TAND})}{2(2\text{TCARRY}+2\text{TAND})}
\]

(1)

In the case of the VSS (VSS-CI-CSKA), the sizes of the stages obtained using some steps.

The size of the RCA block of the first stage is one. From the second stage to the nucleus stage, the size of stage is increased. The increase in the size is continued until the summation of all the sizes up to this stage becomes larger than \(N/2\). The size of the last stage is one, and its RCA block contains a HA.

4. Proposed Area Efficient CSKA Structure

The basic work is to use Binary to Excess-1 Converter (BEC) in the CI-CSKA to get lower area and improved speed of operation. This logic is replaced in RCA with Cin=1. This logic can be implemented for different bits which are used in the modified design. The major advantage of this BEC logic comes from the fact that it uses lesser number of logic gates than the n-bit Full Adder (FA) structure. As stated above the main idea of this work is to use BEC instead of the RCA with Cin=1 in order to decrease the area and increase the speed of operation in the regular CSKA to obtain modified CSKA. To replace the n-bit RCA, an n+1 bit BEC logic is required. The structure and the function table of a 4-bit BEC are shown in Figure 4 respectively.

**Fig-4: Structure of the 4-Bit BEC**

<table>
<thead>
<tr>
<th>B[3:0]</th>
<th>X[3:0]</th>
</tr>
</thead>
<tbody>
<tr>
<td>0000</td>
<td>0001</td>
</tr>
<tr>
<td>0001</td>
<td>0010</td>
</tr>
<tr>
<td>.</td>
<td>.</td>
</tr>
<tr>
<td>1110</td>
<td>1111</td>
</tr>
<tr>
<td>1111</td>
<td>0000</td>
</tr>
</tbody>
</table>

**Fig-5: Function Table of 4-Bit BEC**

Figure 5 shows the CI-CSKA structure with the modified ripple carry adder which consists of BEC. It is used instead of the RCA with Cin=1.
5. RESULT

5.1 Comparison of Different Parameters

Simulation was performed using the TANNER tool. Power and delay were directly obtained from software and area was measured in terms of number of transistors used in design.

**Table -1:** Comparison among different structures

<table>
<thead>
<tr>
<th>Different structure/ Parameter</th>
<th>Conv- CSKA</th>
<th>CI-CSKA</th>
<th>Hybrid Variable Latency CSKA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Power (mW)</td>
<td>0.50</td>
<td>0.49</td>
<td>0.48</td>
</tr>
<tr>
<td>Delay (ns)</td>
<td>30.5</td>
<td>29.3</td>
<td>27.3</td>
</tr>
<tr>
<td>Area (transistor count)</td>
<td>1624</td>
<td>1762</td>
<td>1752</td>
</tr>
</tbody>
</table>

From this table we can conclude that the proposed area efficient CSKA consumes less power when compared to the other structures. The analysis also shows that the area is minimized.

5.2 Simulation Results

Using tanner software the output analysis for various structures of carry skip adder was obtained and it is shown in figure.

The input patterns applied to the carry skip adder structures are tabulated in table -2, 3, 4 and 5. By using these inputs the sum and carry values are generated.
CONCLUSION

A simple approach is proposed in this paper to reduce the area and power of CSKA architecture. The reduced number of gates of this work offers the great advantage in the reduction of area and also the total power. The compared results show that the modified CSKA has a slightly larger delay (only 0.5%), but the area and power of the 32-bit modified CSKA are significantly reduced by 18.7% and 87% respectively. The modified CSKA architecture is therefore, low area, low power, simple and efficient for VLSI hardware implementation.
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