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ABSTRACT

The environment affects largely the performance of automatic speaker recognition. This work investigates the effects of clinical environment on the task of speaker recognition. For this task we have used two sets of speakers, a clinical set which consists of speech samples from 70 clinically depressed speakers and a control set which comprises of 68 clinically non-depressed speakers. The MFCCs (Mel Frequency Cepstral Coefficients) are applied for feature extraction, and a number of modeling methods such as GMM-EM (Gaussian Mixture Models Based on Expectation Maximization), GMM based on Kmeans (GMM-Kmeans), GMM-LBG based on Linde Buzo Gray, and GMM-ITVQ based on Information Theoretic Vector Quantization are used. The different modeling methods are evaluated for the novel speech corpus. The results suggest that the speaker recognition rates for the depressed speakers are lower (60-71%) than for the non-depressed speakers (79-89%). This paper further investigate the performance of VQ (Vector Quantization) based Gaussian modeling, and proposes a novel approach called GMM-ITVQ. The results suggest that GMM-EM has the higher recognition rates however, the performance of GMM-ITVQ is comparable to GMM-EM.
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1. INTRODUCTION

The task of identifying an individual based on his or her voice/speech samples is called speaker recognition. The record environment for train/test speech could be widely different, so validating the feature extraction and modeling methods for different record environments could lead to better results. This paper proposes a system which differentiates the speakers based on the behavioral contents such as a depressed or a non-depressed speaker. The research contribution given in this paper will also improve the understanding of diverse psychological and physiological states available in the acoustic voice/speech signal. In this paper task of automatic speaker identification is performed for two sets of speakers, the first set comprises the speakers which are labeled by the psychologists as depressed and the second set contain a number of speakers which are analyzed as non-depressed speakers. The speech corpus is obtained from OREGON research institute for Psychologists, USA [1].

The speaker recognition systems which are currently in use are limited when it comes to IntraSpeaker variability. This variability degrades the recognition rates in most of the situations and thus limits the commercial use of
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Automatic Speaker Recognition. Ongoing research suggests that a number of variations available within speaker can be mapped out in psychological and physiological state of a speaker class [2-5]. A database addressing such mechanisms of speaker state influences of speech can direct to improvement of identification task. This work also contributes towards the improvement of speaker recognition by providing a better understanding of how clinical and attitudinal information can degrade the performance [6].

A speaker recognition system consists of a feature extractor followed by speaker modeling technique. A number of studies suggest MFCCs [7] for feature extraction and it does produce good results in most of the situations. Feature extraction is followed by a classification algorithm to generate the speaker specific data; GMM has shown promising results in the field of speaker recognition. A number of attempts have been made to use VQ methods with the GMM to optimize the performance of a speaker recognition system [8-9]. The VQ encompasses short term spectral vectors to code vectors. In this paper we use a number of VQ techniques such as K-means, LBG [10] and ITVQ [11] with GMM. The work presented is this paper is further organized as follows, Section 2 presents an overview of the conventional and proposed approaches for feature extraction and modeling, experiments and the ORI (Oregon Research Institute) speech corpus are summarized in Section 3, and finally Section 4 demonstrates the conclusion of this contribution.

## 2. EXPERIMENTAL FRAMEWORK

### 2.1 Feature Extraction

The optimization and improvement of classification scores is directly dependent on the selection of features. The better the feature selection is achieved the improved recognition rates will be obtained. Several feature extraction techniques have been used for speaker recognition task, of which widely adapted is MFCC. MFCCs best describe the speaker model [7] because psychophysical studies have established the fact that humans perceives frequency content sound by following a subjectively defined non linear scale, which is called Mel scale [12]. It is given by:

\[
f_{mel}(f) = 2595 \log_{10} \left(1 + \frac{f}{700}\right)
\]

(1)

Where \(f\) is actual frequency in hertz, \(f_{mel}\) denotes the subjective pitch in Mels. We derive 20 cepstral coefficient vectors to define a speaker specific data matrix.

### 2.2 Speaker Modelling

#### 2.2.1 GMM-EM

The GMM [13] is a feature modelling and classification algorithm widely used in the speech-based pattern recognition, since it can smoothly approximate a wide variety of density distributions. The adapted GMM [14] which consists of UBM (Universal Background Model) based on MAP (Maximum a Posteriori) estimation have turned GMMs into reality. The GMMs use EM algorithm for the optimization of GMM parameters such as means, covariances and weights. However, in this paper a number of VQ techniques are used to optimize GMM parameters and their performance is also compared with EM.

The probability density function (pdf) is given as:

\[
p(x|\lambda) = \sum_{t=1}^{M} p_t b_t(x)
\]

(2)

Here \(x\) denotes D-dimensional random vector, the component densities are denoted by \(b_t(x)\), where \(t=1,2,3,\ldots,M\), and the component weights are denoted by \(p_t\) for \(t=1,2,3,\ldots,M\). The component densities are given by:

\[
b_t(x) = \frac{1}{(2\pi)^{D/2} |\Sigma_t|^{1/2}} \exp \left(-\frac{1}{2} (x - \mu_t)^T \Sigma_t^{-1} (x - \mu_t) \right)
\]

(3)
Here $\mu_i$ denotes mean vector and covariance is denoted by $\Sigma$. The GMM speaker model is the collection of weights, means and covariances, from all component densities. The speaker model can therefore be represented as class model $\lambda$, given as:

$$\lambda = \{p_i, \mu_i, \Sigma_i\}_{i=1,...,M}$$

(4)

The EM algorithm is most commonly used to iteratively derive optimal class models, however as stated above in this paper number of VQ techniques such as Kmeans, LBG and ITVQ are used to derive optimal class models, beside EM. GMM based on VQ is further detailed in the following section.

### 2.2.2 GMM-VQ

A number of attempts have been made to use vector quantization methods with GMM to improve the performance [8-9] of speaker recognition system. In VQ a set of code vectors is derived and a codebook is generated from speech feature space by dividing it into K regions. In order to achieve K code vectors the speech feature space is divided into $k=1,2,3,...,K$ regions. The K-means, LBG and ITVQ clustering methods are used to achieve this goal [15-17].

In GMM based on EM optimization procedure, the values for weights, means and variances are estimated every time using the iterative procedure of EM algorithm; the updates are shown in Equations (5-7).

$$\pi_i(t+1) = \frac{1}{N} \sum_{p=1}^{N_c} \tau_{i,p}(t)$$

(5)

$$\mu_i(t+1) = \frac{1}{N_c \pi_i(t)} \sum_{p=1}^{N_c} \tau_{i,p}(t) \mu_p$$

(6)

$$\tau_{i,p}(t+1) = \frac{1}{N_c \pi_i(t)} \sum_{p=1}^{N_c} \tau_{i,p}(t) \left( \frac{(x_p - \mu_i(t))(x_p - \mu_i(t))^T}{2} \right)$$

(7)

Equation (5) indicates the Weight updates, which satisfies the constraint that sum of all weights should be equal to 1. Equation (6) indicates the mean updates, $N_c$ denotes the number of Gaussian components, $\pi_i$ are the mixture weights calculated in Equation (5) and $\tau_{i,p}$ and $X_p$ denote feature vector sets. Equation (7) is the variance update formula, in which $\mu_i$ is the mean vector evaluated in Equation (6). We have proposed that code vectors can be generated by using principal approach of VQ methods in order to optimize weight, mean and covariance estimates. GMM-VQ approach establishes the comparable results with GMM-EM. The distortion minimization functions of VQ methods such as K-means, LBG and ITVQ are listed in Equations (8-10).

$$D = \sum_{j=1}^{S} \min_{1 \leq k \leq K} d(x_j, c_k)$$

(8)

$$MQE = D(Y,S) = \frac{1}{N_p} \sum_{p=1}^{N_p} d(x_p, q(x_p)) = \frac{1}{N_p} \sum_{i=1}^{N_p} D_i$$

(9)

$$w_k(n+1) = w_k(n) - \eta \left( \frac{\Delta V}{V} - 2 \frac{\Delta V}{C} \right)$$

(10)

In Equation (8) $x_j$ denotes the feature vectors and $c_k$ denotes the centroids calculated based on those feature vectors. In Equation (9) $N_p$ is the number of centroids and $x_p$ and $q(x_p)$ denote the distance between two points in feature set. In Equation (10) the information theoretic weight update formula is shown, in which $\eta$ is a constant, for our set of experiments $\eta=0.03$, provided satisfactory results. The detail description of Equation (10) can be found in [10-11].

### 3. EXPERIMENTS

This section first describes the speech corpus which has been used to evaluate the performance of a speaker recognition system, followed by experimental results achieved for GMM based modelling methods.
3.1 Clinical Speech Corpus

The experiments have been conducted on the clinical speech corpus and are based on the idea that the recognition rates for voice based biometric systems degrades if the speaker speech samples contain behavioural contents. The video recordings obtained from ORI [18] were used to select speech samples for processing. The data included 138% speaker's (including both depressed and non-depressed) recordings while being occupied in discussion with the children. The family discussion is based on given tasks by psychologists. The videotapes were interpreted by a professional psychologist following the coding system called LIFE (Living in Family Environments) [19]. The video files were converted to audio files with a sampling frequency of 8kHz. The clinical speech corpus which we have used to conduct the initial experiments contains various sets of behavioural contents which are classified based on affect codes such as Aversive affect like contempt, anger and belligerence, the positive and neutral affect such as neutral, pleasant, happy and caring and distressed and depressed affect such as anxious, dysphonic and whine [19].

3.2 Experimental Results

In this section experimental evaluation of the Gaussian mixture speaker model for clinical speech corpus is presented. The experiments are conducted to validate the hypothesis that performing training on clinical speech, as defined in the introduction, is useful in making a speaker verification system robust and is also useful in reducing the false rejection rate for a given false acceptance rate. Two enrolment sets are defined to conduct the experiments. First set represents the speakers who are recorded in the clinical environment and are labelled as depressed speakers and the second set represents the speakers who are labelled as Non-Depressed speakers recorded in the same environment. The experiments are performed to compare the two sets. For first set around 70 speakers were first enrolled as clients in the system, and each speaker was assigned a MFCC data matrix of 20 Cepstral coefficient vectors and then speaker specific model values were derived using GMM modelling. We are using around 4 min length of speech files for training and we are not taking into account which affect-code or content-code is used. As for this initial set of experiments our principal goal is to obtain the recognition rates of speakers who are either depressed as in first set or non-depressed as in the second set. When analyzing results from the experiments four different modelling techniques were used to classify the speakers in both the sets as shown in Table 1. The results in Table 1 show that the speakers who are showing the behavioural speaking styles or in other words the speakers who are identified by the psychologists as depressed show degraded performance when matched with the models to perform classification. A degradation of about 18% in recognition rates can be observed for GMM-EM training, and similarly the degradation continues for other modelling methods too. This leads to the conclusion that speakers with changed behavioural speech contents can cause the degradation in speaker recognition rates.

The DET plot shown in Fig. 1 depicts the false alarm probability and miss probability for the depressed speakers under various modeling methods. The plot shows that a true speaker which is identified as imposter has a highest probability with GMM-K-means modeling while the minimum probability rate appears with the GMM-EM modeling method. Similarly the DET plot in Fig. 2 represents the error probability rates for Non-Depressed Speakers. The comparison of the two plots shows that the performance rate is degraded when the speech contains behavioral contents.

TABLE 1. CLASSIFICATION RATE OF DEPRESSED/NON-DEPRESSED SPEAKERS

<table>
<thead>
<tr>
<th>Modelling Method</th>
<th>Speaker Recognition Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Depressed (%)</td>
</tr>
<tr>
<td>GMM-EM</td>
<td>71</td>
</tr>
<tr>
<td>GMM-K-means</td>
<td>60</td>
</tr>
<tr>
<td>GMM-LBG</td>
<td>61</td>
</tr>
<tr>
<td>GMM-ITVQ</td>
<td>69</td>
</tr>
</tbody>
</table>
4. CONCLUSION

This paper summarizes experiments on speech containing behavioural contents, and the subject of concern here is to see the performance rates for speaker recognition. However, the extensive acoustic analysis and consideration of the various classes of behavioural contents is ongoing. The results address this issue that the behavioural speech or attitudinal speech should be taken as a serious issue for speaker recognition. It is evident from the experiments that the training of speaker verification algorithms on speech samples including behavioural contents instead of neutral speech samples can lead to improvement of speaker recognition rate. The conclusion from these set of experiments also address that study of the role of speaker disparities in vocal reactivity and recognition is useful. The results suggest that classification of speakers using GMM-EM method has established better results while the results achieved with GMM-ITVQ are also comparable. A degradation rate of 18% was observed when depressed/Non-depressed speakers were classified using GMM-EM method.

ACKNOWLEDGEMENTS

The authors would like to thank Prof. Dr. Abdul Qadeer Khan Rajput, Vice-Chancellor, and Prof. Dr. Mukhtiar Ali Unar, Director, Institute of Information & Communication Technologies, Mehran University of Engineering & Technology, Jamshoro, Pakistan, for their support and guidance in order to complete this research.

REFERENCES


Automatic Speaker Identification Using Clinically Depressed Speech Content


