Bearing Only Tracking using a Particle Filter
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Abstract—Target Tracking has always been a challenging problem arising in different contexts ranging from military applications to biology. The tracking problem consists of computing the best estimate of the target’s trajectories based on noisy measurements (observations). This tracking problem can be modeled as Dynamic State Space Model. Either the system model or the measurement model can be nonlinear in terms of state variables. Also the uncertainty in the process model and/or in the measurement model may be non-Gaussian. In such cases the solutions obtained from the traditional methods are much complex. Particle filter offers a general numerical tool to approximate the posterior density function for the state in nonlinear and non-Gaussian filtering problems. This paper considers the application of particle filtering technique to a target tracking example, in which a radar sends a signal towards a target (aircraft) and estimates the state (position and velocity) of the target using the observation (Bearing angle). State model and measurement model have been derived for the proposed target tracking problem.
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INTRODUCTION

Target tracking has been an active research area in image/signal processing in recent years. It has many potential applications in the fields of intelligent robots [1], monitoring and surveillance [2], human computer interfaces [3], smart rooms [4]-[5], vehicle tracking [6], biomedical image analysis [7], video compression [8], etc. [9]-[10]. Such application problems require estimation of the state of the system that changes over time using a sequence of noisy measurements made on the system. For such application areas, it is becoming important to include elements of nonlinearity and non-Gaussian in order to model accurately the underlying dynamics of the physical system. Such problems can be written in the form of the so-called Dynamic State Space (DSS) model. Moreover, it is crucial to process data on-line as it arrives, which results in a recursive method of estimation. Numerous approaches have been proposed to track moving objects, such as the Kalman filter, the extended Kalman filter, approximate grid-based filter and the Particle filter.

PARTICLE FILTERS

Particle Filter [14]-[15] is used to perform filtering for problems that can be described using dynamic state space modeling [14]. In most practical scenarios, these models are non-linear and the densities involved are non-Gaussian. Traditional filters like the Classical Kalman Filter [11], Extended Kalman Filter [12] are known to perform poorly in such scenarios. The performance of PFs on the other hand, is not affected by these conditions. PFs are Bayesian in nature and their goal is to find an approximation to the posterior density of the state of interest (e.g. position of a moving object in tracking, or transmitted symbol in communications) based on observations corrupted by additive noise which are inputs to the filter. This is done using the principle of Importance Sampling (IS) whereby, samples (particles) are drawn from a known density (Importance Function (IF)) and assigned appropriate weights based on the received observations using IS rules [14]. This weighted set of samples represents the posterior density of the state and can be used to find all kinds of estimates of the state (like Minimum Mean Square Error MMSE). PF algorithms allow for recursive propagation of this density as the observations become available. However, performance of this scheme is affected by weight degeneracy [15]. Because of this, after several sampling periods there are only a few particles with significant weights while those of the rest become negligible. This problem is solved by introducing resampling which discards particles with negligible weights and reproauses those with large weights while preserving constant number of particles. These operations form the traditional PF algorithm known as the Sampling Importance Resampling Filter (SIRF).

The main steps in the particle filter algorithm include:

1) Initialization

Draw a set of particles for the prior \( p(X_0) \) to obtain \( \{X_0^{(i)}, w_0^{(i)}\}_{i=1}^N \), let \( k=1 \).

2) Sampling

(a) For \( i=1, \ldots, N \)

Sample \( X_k^{(i)} \) from the proposal distribution \( p(X_k^{(i)}|X_{k-1}^{(i)}) \).

(b) Evaluate the new weights

\[
\hat{w}_k^{(i)} = p(Z_k|X_k^{(i)}), \quad i = 1, 2, \ldots, N
\] (1a)

(c) Normalize the weights

\[
\hat{w}_k^{(i)} = \frac{\hat{w}_k^{(i)}}{\sum_{j=1}^N \hat{w}_k^{(j)}}, \quad i = 1, 2, \ldots, N
\] (1b)
Output a set of particles \( \{x^{(i)}_k, w^{(i)}_k\}_{i=1}^N \) that can be used to approximate the posterior distribution as
\[
p(X_k \mid Z^k) \approx \sum_{i=1}^N w_k^{(i)} \delta(x_k - x_k^{(i)})
\]
and the estimate as
\[
E_{p(g \mid Z^k)}[f_k(x_k)] = \sum_{i=1}^N w_k^{(i)} f_k(x_k^{(i)}),
\]
where \( \delta(g) \) is the Dirac delta function.

4) Resampling
Resample particles \( x_k^{(i)} \) with probability \( w_k^{(i)} \) to obtain \( N \) independent and identically distributed random particles \( x_k \), approximately distributed according to \( p(X_k \mid Z^k) \).

5) \( k = k+1 \), go to step 2.

TARGET TRACKING EXAMPLE
This paper considers a typical target tracking example in which the position and velocity of a target is estimated using a 2D constant velocity model. In this case the bearing angle is the measurement which is applied to the filter. From the dynamic state space model, it can be seen that the model has linear state equation and nonlinear measurement equation.

The dynamic state space model of the above tracking example is given below.
\[
x_{t+1} = \begin{bmatrix} 1 & 0 & T & 0 \\ 0 & 1 & 0 & T \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} x_t + w_t
\]
\[
y_t = (\varphi) = \arctan(p_y / p_x) + e_t
\]
where the state vector \( x_t = [p_x \ p_y \ v_x \ v_y]^T \) i.e. position and velocity. We have discarded the height component, since a level flight is considered. The sample time is taken as constant and denoted by \( T = 1 \text{sec} \). The measurement noise \( e_t \) is Gaussian with zero mean and variance \( R = 2 \). The process noises are assumed Gaussian with zero mean and covariances \( Q = \text{Diag} (5, 5, 0.01, 0.01) \).

The simulation for the tracking of the target using particle filter is done using MATLAB. The various steps done in this simulation is given below.

i) Generation of the trajectory.
ii) Calculation of corresponding measurement (bearing angle) from the trajectory and corrupting with noise.
iii) Simulating particle filter using the noise corrupted measurement generated for 100 Monte Carlo Simulations.
iv) Comparing the estimate with that of the actual path.

Here a linear trajectory is considered. Trajectory is generated using the equations of motion and all the values of position and velocity in the x and y co-ordinate at each time instant along with the corresponding angle (in degrees with respect to x axis) is stored. Then the measurement is corrupted with noise before giving to the filter.

Details of parameters used in the simulation of linear trajectory are given below.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Monte Carlo Simulations</td>
<td>100</td>
</tr>
<tr>
<td>Initial Position ([p_x \ p_y]) (m)</td>
<td>[500 - 1000]</td>
</tr>
<tr>
<td>Constant Velocity (m/s)</td>
<td>5</td>
</tr>
<tr>
<td>Initial state Covariance Q</td>
<td>\text{Diag} (5, 5, 0.01, 0.01)</td>
</tr>
<tr>
<td>Measurement noise variance R</td>
<td>2</td>
</tr>
</tbody>
</table>

The trajectory of aircraft that are used for simulation using particle filter are shown below. The bearing is measured from the generated trajectory.
Figure 1: (a) shows the linear trajectory generated. (b) shows the measured bearing angle from the generated trajectory.

SIMULATION RESULTS
In this section, Estimation of position and velocity using Particle Filter for linear trajectory with N=1000 particles are shown below.

Figure 2: (a) Estimation of Position of linear trajectory using 100 Monte Carlo simulations with N=1000 particles for complete time samples. (b) Zoomed version.

Figure 3: (a) Estimation of Velocity X of linear trajectory using 100 Monte Carlo simulations with N=1000 particles for complete time samples. (b) Zoomed version.

Figure 4: (a) Estimation of Velocity Y of linear trajectory using 100 Monte Carlo simulations with N=1000 particles for complete time samples. (b) Zoomed version.
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CONCLUSION
In this paper, we verified particle filtering technique for a target tracking example using a linear state model and a non-linear measurement model with additive white Gaussian noise in MATLAB.
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