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ABSTRACT

Banking institutions involved in lending carefullyssess credit risk. To assess credit risk, lendatker
information on the current and past financial ctinds of the prospective borrower and the nature @aue of the
property serving as loan collateral. The precisiooredit risk assessment is desirable becaugssitres profitability and
reduces the probability of opportunity lost where tapplication of profitable customer is rejectecenee, lenders
continually search for better methods to asseshitaisk. This research paper examines the betisr ter assess credit risk
in mortgage lending. Information on 250 past andspective customers of bank was collected from diwecerned
authority of the bank. Discriminant analysis waglagal on the collected data. Developed model diasstustomers as
high or low credit risk. Debt to income ratio (x306 the best parameter to assess the creditolkkved by years with
current employer, credit card debt, and years aentiaddress. On the basis of analysis it is emed that the model is
correct about more than three out of four timedufuresearch can be conducted to incorporate namiables in the

model where predictions might approach towards 1@@etiracy.
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INTRODUCTION

Institutions involved in lending, including mortga¢ending, carefully assess credit risk, whichhis possibility
that borrowers will fail to pay their loan obligatis as scheduled. The judgments of these instiwitidfect the incidence
of delinquency and default, two important factarfuencing profitability. To assess credit riskadiers gather information
on a range of factors, including the current argt financial circumstances of the prospective heeroand the nature and
value of the property serving as loan collaterdle Precision with which credit risk can be evaldadéfects not only the
profitability of loans that are originated but algee extent to which applications for mortgages thauld have been
profitable are rejected. For these reasons, lendmminually search for better ways to assess tresk. This research
paper examines the better way to assess creditrisirtgage lending. The discussion focuses mainlyhe role of credit
risk assessment in the approval process ratherahats effects on pricing. Although the market fmmme purchase loans
is characterized by some pricing of credit riskcégatance of below-standard risk quality in exchafiogea higher interest
rate or higher fees), mortgage applicants in géregmeither accepted or rejected on the basishather they meet a
lender’s underwriting standards. An increasinglgrpinent tool used to facilitate the assessmenteaficrisk in mortgage
lending is credit scoring based on credit histang ather pertinent data, and this research pamsepts new model to

assess the credit risk using discriminant analysis.
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Delinquency and Default

Delinquency occurs when a borrower fails to makscheduled payment on a loan. Since loan paymeasts ar
typically due monthly, the lending industry custaityacategorizes delinquent loans as 30, 60, 9Q,26r or more days late
depending on the length of time the oldest unpagah Ipayment has been overdue. Default occurs, itsdlyn at the same
time as delinquency; that is, a loan is in defagdtsoon as the borrower misses a scheduled payimetitis paper,

however, we reserve the term “default” for anytbé following four situations:
» Alender has been forced to foreclose on a mortgragain title to the property securing the loan.
e The borrower chooses to give the lender title iopftoperty “in lieu of foreclosure.”
» The borrower sells the home and makes less thhpduinent on the mortgage obligation.

e The lender agrees to renegotiate or modify the geofthe loan and forgives some or all of the dplant
principal and interest payments. Loan modificatiaresy take many forms including a change in thera@sterate

on the loan, an extension of the length of the |a@aud an adjustment of the principal balance due.

Because default is costly, the interest rates lendbarge incorporate a risk premium. To the extkat the
causes of default are not well understood, lendeg charge a higher average price for mortgageitct@deflect this
uncertainty. Alternatively, lenders may respondthis uncertainty by restricting credit to only th@ost creditworthy
borrowers. By better distinguishing between applisahat are likely to perform well on their loainem those that are
less likely to do so, lenders can ensure widerlalvdity of mortgages to borrowers at prices thattér reflect underlying
risks. Default also imposes great costs both onbitreowers involved in the process and on societgeéneral. For
borrowers, default ordinarily results in a loweedit rating and reduced access to credit in theréuta loss of assets, and
the costs of finding and moving to a new home. Wgeagraphically concentrated, defaults can als@ lrapronounced
social effect because they lower local propertyues) reduce the incentives to invest in and mairtfta¢ homes in the

affected neighborhoods, increase the risk of lepdirthose neighborhoods, and thus reduce theadittiy of credit there.
Credit-Scoring Systems

In multivariate models, the key variables are camabiand weighted to produce either a credit riskesor a
probability of default measure. If the credit riséore, or probability, attains a value above dcalitboenchmark, a loan
applicant is either rejected or subjected to ineedascrutiny. In terms of sheer number of artialeselopments and tests
of models in this area have dominated the creslit measurement literature in the JBF and in otbleolarly journals. In
addition to a significant number of individual atéis on the subject, the JBF published two spésgales (Journal of
Banking and Finance, 1984, 1988) on the applicatibdistress prediction models internationally. ded, international
models have been developed in over 25 countries, Aeman and Narayanan (1997). There are at least f
methodological approaches to developing multivar@edit-scoring systems: (i) the linear probapititodel, (ii) the logit
model, (i) the probit model, and (iv) the disciimant analysis model. By far the dominant methodi@s, in terms of JBF
publications, have been discriminant analysis. st common form of discriminant analysis seekdind a linear
function of accounting and market variables thastldistinguishes between two loan borrower classifon groups
repayment and non-repayment. This requires an sigatf a set of variables to maximize the betweerug variance

while minimizing the within group variance amongske variables.
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The largest number of multivariate accounting basesdlit-scoring models have been based on discaimin
analysis models. Altman et al. (1977) investigdte predictive performance of a seven variable oisoant analysis
model. A large number of other mainly internatioapplications of discriminant analysis credit rethinodels are to be

found in the two special JBF issues on credit ms&ntioned above.

OBJECTIVES OF THE STUDY
» To identify characteristics and prioritize themtthee indicative of people who are likely to defa loans
» To classify the prospective customers as good archedit risk.

RESEARCH METHODOLOGY

Information on 250 past and prospective customexs eollected in national capital region. The f28D cases
were customers who were previously given loans. &Jsandom sample of these 200 customers to credigcaminant
analysis model. Then use the model to classifybthprospective customers as good or bad credg.ri3ita was collected

from the concerned authority in the bank. Discriamhanalysis was used for data analysis.

THE RESULTS

Classifying Customers as High or Low Credit Risks

Table 1: Classifying Customers as High or Low CrediRisks

Previously Defaulted
No Yes

Years with current employer 0.28 0.069
Years at current address 0.127 0.07
Debt to income ratio (x100) 0.26 0.397
Credit card debt in thousands -0.503 0.01
(Constant) -3.591 -4.27
Fisher's linear discriminant functions

The classification functions are used to assiges&s groups. There is a separate function for gashp. For
each case, a classification score is computedafdn &nction. The discriminant model assigns tree¢a the group whose

classification function obtained the highest score.

The coefficients for Years with current employerdaears at current address are smaller for the Yes
classification function, which means that customei® have lived at the same address and workdteatdme company

for many years are less likely to default. Simifadustomers with greater debt are more likelydtadit.
Assessing the Contribution of Individual Predictors

Tests of equality of group means are used to afisesontribution of each variable to the model.
Test of Equality of Group Means

The tests of equality of group means measure ealgpendent variable's potential before the modaiiated.
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Table 2: Tests of Equality of Group Means

Wilks' Lambda F dfl df2 Sig.
Years with current employer 0.858 22.0p2 1 133 0
Years at current address 0.969 4.304 1 1383 0[04
Debt to income ratio (x100) 0.774 38.84 1 138 0
Credit card debt in thousands 0.899 15.022 1 183 0

Each test displays the results of a one-way ANOWAthe independent variable using the groupingatédei as

the factor. If the significance value is greatextl®.05, the variable probably does not contributhe model.
According to the results in this table, every vialéain the discriminant model is significant.

Wilks' lambda is another measure of a variableter@l. Smaller values indicate the variable igtdreat

discriminating between groups.

The table suggests that Debt to income ratio (xi®0gst, followed by Years with current employ@redit card

debt in thousands, and Years at current address.
Assessing Model Fit

Wilks’ lambda values are used for seeing how Wl discriminant model as a whole fits the data.
Wilks' Lambda

Table 3: Wilks' Lambda

Test of Function(s) Wilks' Lambda Chi-square df Sig.
1 0.593 68.478 4 0

Wilks' lambda is a measure of how well each funcBeparates cases into groups. It is equal torthoption of
the total variance in the discriminant scores nqilaned by differences among the groups. Smalidues of Wilks'

lambda indicate greater discriminatory ability ko€ tfunction.

The associated chi-square statistic tests the hgpis that the means of the functions listed axelegcross
groups. The small significance value indicates that discriminant function does better than chasiceeparating the

groups.
Model Validation

Table 4: Model Validation

Predicted Group

Previously Defaulted Membership Total
No Yes
Count No 77 16 93
Original Yes 7 35 42
% No 82.8 17.2 100
Cases Selected Yes 16.7 83.3 100
Count No 77 16 93
Cross-validated Yes ! 35 42
% No 82.8 17.2 100
Yes 16.7 83.3 100
- . No 33 11 44
Cases Not Selected Original Count Yes > 19 51
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Ungrouped 37 13 50
cases
No 75 25 100
% Yes 9.5 90.5 100
0 Ungrouped
74 26 100
cases

a. Cross validation is done only for those casdkaranalysis. In cross validation, each case is
classified by the functions derived from all castiger than that case.

b. 83.0% of selected original grouped cases cdyrelassified.

c. 80.0% of unselected original grouped cases cthyrelassified.

d. 83.0% of selected cross-validated grouped camesctly classified.

The classification table shows the practical resoftusing the discriminant model.

Of the cases used to create the model, 35 of thpedgle who previously defaulted are classifiedexty. 77 of

the 93 non defaulters are classified correctly.r@\e83.0% of the cases are classified correctly.

Classifications based upon the cases used to dieatemodel tend to be too "optimistic” in the setis their
classification rate is inflated. The cross-validbsection of the table attempts to correct thiglagsifying each case while

leaving it out from the model calculations; howewhis method is generally still more "optimistitian subset validation.

Subset validation is obtained by classifying pastemers who were not used to create the modekeTtesults
are shown in the Cases Not Selected section dabie.

80.0 percent of these cases were correctly cladsify the model. This suggests that, overall, yoadel is in

fact correct about more than three out of four ime

The 50 ungrouped cases are the prospective custparat the results here simply give a frequencle tabthe

model-predicted groupings of these customers.
CONCLUSIONS

Using Discriminant Analysis, we created a modet thassifies customers as high or low credit riSkse test of
equality of group means suggests that Debt to iec@tio (x100) is best, followed by Years with @ntemployer, Credit
card debt in thousands, and Years at current agld8maller values of Wilks' lambda indicate greatiscriminatory
ability of the function. In chi-square statisticetlsmall significance value indicates that the disiclant function does
better than chance at separating the groups. 8&€emt of these cases were correctly classifiedhbymodel. This

suggests that this model is in fact correct abaartenthan three out of four times.
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