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ABSTRACT

Physical therapy researchers are interested in how beneficial an intervention is or the “treatment effect.” There are many measures of treatment effect that are applicable for understanding the efficacy and effectiveness of health interventions. Given that each treatment effect has its own set of advantages and disadvantages, understanding these characteristics can help guide which measure is most appropriate for a specific study. This article presents the more common treatment effects for both dichotomous and continuous outcomes. The overall aim is to serve as a guide to newer physical therapy researchers on using and interpreting treatment effects.
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INTRODUCTION

When physical therapy (PT) researchers assess the results of studies on the efficacy or effectiveness of interventions, they are most interested in determining whether the intervention is beneficial, and if so, how beneficial? They are essentially interested in the effect of the intervention or the “treatment effect.” The treatment effect is defined as the amount of change in the outcome that is caused by the intervention [1].

Traditionally, PT researchers have reported the results of studies on the efficacy or effectiveness of interventions as “statistically significant” or “statistically non-significant” based on an arbitrary p-value threshold (e.g., p < .05) [2]. Just because a p-value is reported as statistically significant does not mean the effect of the intervention is large, nor does a p-value reported as non-significant imply that the effect of the intervention is trivial [3]. Studies with large samples may have statistically significant findings, but the effects may be small. Alternatively, studies with small samples may have statistically non-significant findings, but the effects may be large. Today, PT researchers are moving away from the idea that results are statistically significant or non-significant.
more emphasis is being placed on measures of treatment effect [2,4].

There are many measures of treatment effect that can be used to report the results of a study on the efficacy or effectiveness of an intervention [5,6]. All of these measures have advantages and disadvantages. The choice of which measure of treatment effect to use is based on the research question, the research design, and how the intervention and outcome variables are measured [5]. The treatment effect measure should also be relevant to the underlying goal of the research project, intelligible to the intended audience, and appropriate from a statistical perspective (i.e., assumptions of the statistical test used to generate the treatment effect measure are not violated).

The purpose of this article is to present some of the more common ways to characterize treatment effects and to discuss some of the advantages and disadvantages of using these measures. This article should help guide researchers in determining which measures of treatment effect may be appropriate for studies on PT interventions. Many of the measures that are covered come from the epidemiology literature where the exposure is often a behavior, characteristic, or risk factor of a subject, and the outcome is commonly the occurrence of a disease. This document focuses on the intervention or treatment as the exposure and on the more generic term of “outcome.”

The remainder of this article is organized as follows. We first present basic definitions of epidemiology terminology (Appendix A). Understanding these terms are necessary for understanding treatment effect definitions. Next, measures of treatment effect that are used when the outcome is dichotomous are presented (i.e., the outcome does or does not occur). Definitions, advantages, and disadvantages are provided. Measures of treatment effect that are used when the outcome is continuous are then presented in a similar manner.

**MEASURES OF TREATMENT EFFECT FOR DICHOTOMOUS OUTCOMES**

In epidemiology, there are multiple ways to consider treatment effects, from relative measures to absolute measures. Relative measures are ratios of occurrence measures while absolute measures are differences in occurrence measures [7]. Relative effects give information on the strength of association between exposure and disease and help in understanding the causes of disease. Absolute effects provide information on the magnitude of the effect of the exposure on the outcome from a population perspective (e.g., the number of people affected). The following sections illustrate ways to characterize treatment effect in relative and absolute terms when the outcome is dichotomous.

**Relative Measures of Effect:** Relative measures of effect are ratios of prevalence, incidence proportions, and incidence rates [8]. These measures can be used to characterize the effects of a treatment by comparing those individuals who received the treatment under study (treatment group) to those individuals who received another treatment or no treatment (reference group) [8]. Tables 1 and 2 illustrate these relative measures.

**Risk Ratio or Relative Risk (Table 1)**

\[
\text{Risk Ratio (RR)} = \frac{a/(a+b)}{c/(c+d)}
\]

Prevalence Ratio (same formula as the Risk Ratio but uses prevalent cases)

\[
\text{Odds Ratio (OR)} = \frac{(a/b)}{(c/d)}
\]

Prevalence Odds Ratio (same formula as the Odds Ratio but uses prevalent cases)

\[
\text{Exposure Odds Ratio (EOR)} = \frac{a/c}{b/d}
\]

Risk Difference (RD) = \(a/(a+b) - c/(c+d)\)

Risk ratios cannot be calculated in case-control and cross-sectional studies because incidence cannot be measured directly [7]. In these types of studies, the odds ratio is calculated as an alternative to the risk ratio.
**Odds Ratio (Table 1):** The odds ratio is the odds of having the outcome in the treatment group divided by the odds of having the outcome in the reference group; or in case-control studies, the odds of being exposed in the cases (i.e., subjects with the outcome) divided by the odds of being exposed in the controls (i.e., subjects without the outcome) [7]. Odds ratios are frequently calculated using multivariable logistic regression modeling [9].

Odds Ratio formula for cohort studies and clinical trials [10]:

\[
\frac{\text{odds of incident outcome in treatment group}}{\text{odds of incident outcome in reference group}}
\]

Exposure Odds Ratio formula for case-control study [10]:

\[
\frac{\text{odds of exposure among cases}}{\text{odds of exposure among controls}}
\]

Prevalence Odds Ratio formula for cross-sectional studies [10]:

\[
\frac{\text{odds of prevalent outcome in treatment group}}{\text{odds of prevalent outcome in reference group}}
\]

**Prevalence Ratio for Cross-sectional Studies (Table 1):** The prevalence ratio is another measure of treatment effect that can be calculated for a cross-sectional study when the outcome has a short period of risk (i.e., acute diseases) [11]. The prevalence odds ratio mentioned above is preferred when the period of risk is longer (i.e., chronic diseases).

\[
\frac{\text{prevalence of outcome in treatment group}}{\text{prevalence of outcome in reference group}}
\]

**Rate Ratio or Relative Risk [11] (Table 2):**

\[
\frac{\text{incidence density in treatment group}}{\text{incidence density in reference group}}
\]

**Table 2: 2 X 2 Table for Rates.**

<table>
<thead>
<tr>
<th>Achieved Outcome</th>
<th>Did Not Achieve Outcome</th>
<th>Total Amount of Time Contributed by Subjects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tx Group</td>
<td>a</td>
<td>b</td>
</tr>
<tr>
<td>Ref Group</td>
<td>c</td>
<td>d</td>
</tr>
</tbody>
</table>

Rate Ratio = \(\frac{a}{\text{Person-time in Tx Group}}\)

Rate Difference = \(\frac{a}{\text{Person-time in Tx Group}} - \frac{c}{\text{Person-time in Ref Group}}\)

Risk Ratio (RR) = \(\frac{3}{80} = 0.0375 = 4\% = .5\) or 50%

**Difference Between Relative Risk and Odds Ratio:** Relative risk and odds ratios are different measures [7]. There are instances, however, when the odds ratio approximates the relative risk [7]. For example, in case-control studies, where risk cannot be directly estimated, the odds ratio is usually a good estimate of the relative risk even when the incidence of the outcome is greater than 10% [12].

Because multivariable logistic regression is a common statistical method used in cohort studies, odds ratios are usually reported [9]. The odds ratio approximates relative risk in cohort studies when the incidence of the outcome is infrequent (i.e., < 10%) [12]. Nevertheless, when the incidence of the outcome is common (i.e., >10%) and the size of the treatment effect is moderate to large; the odds ratio does diverge from the relative risk (according to Zhang et al. [13], a moderate to large treatment effect is defined as an odds ratio greater than 2.5 or a decrease in risk of .5 or less). The odds ratio will overestimate the relative risk when the odds ratio is greater than one and it will underestimate the relative risk when the odds ratio is less than one. There are different methods to estimate relative risk from an adjusted odds ratio derived from multivariable logistic regression when cohort studies have a common outcome [9], but alternative regression techniques are preferred and are beyond the scope of this document.

**Relative Risk Reduction:** The proportion or percent by which the incidence of the outcome in the treatment group decreases relative to the incidence of the outcome in the reference group [14].

**Incidence in the Treatment Group - Incidence in the Reference Group**

**Hazard Ratio:** A hazard ratio is the outcome in a time to event analysis or a survival analysis using a proportional hazards regression model [15]. It is the ratio of two hazard functions. A hazard function is a measure of the number of outcomes per interval of time [15]. The hazard ratio is sometimes described as the instantaneous incidence densities between two groups.
Absolute Measures of Effect: Absolute measures of effect are the differences in incidence rates or proportions [8]. These measures can also be used to characterize the effects of a treatment by comparing those individuals who received the treatment under study (treatment group) to those individuals who received another treatment or no treatment (reference group) [8].

Risk Difference or Absolute Risk Reduction (Table 1): Risk difference (RD) or absolute risk reduction is defined as the difference in cumulative incidence in the treatment group and the reference group [11]. It describes the absolute change in risk that is attributable to the treatment intervention. For example, if successful outcomes were achieved in 42% of treatment participants and 23% of control participants, the RD would be 19%.

\[ RD = 42\% - 23\% = 19\% \]

In other words, this means that we can estimate that 19%, or about one in five, participants are expected to have a successful treatment outcome that is directly attributable to the treatment above the success rate that we expect from the placebo.

Number Needed to Treat (NNT): NNT is defined as the inverse of the risk difference or absolute risk reduction (one divided by risk difference) [8,16]. The NNT is the number of patients that would need to be treated in order to derive one positive outcome [8,17]. NNT is considered a useful, clinically meaningful way for reporting binary outcomes from randomized control trials. For example, in a clinical trial assessing the efficacy of physical therapy for the treatment of low back pain, if 30 of the 50 patients in the PT treatment group had pain relief and 10 of the 50 patients in the control group had pain relief, the NNT would be 2.5.

\[ NNT = \frac{1}{(30/50 - 10/50)} = \frac{1}{(0.6 - 0.2)} = 1/0.4 = 2.5 \]

NNT's are rounded up to a whole number. In this example, a NNT of 2.5 would mean that 3 patients with low back pain would have to be treated with PT for one to have a positive outcome. An NNT of 1 would be ideal because it would mean that every patient benefited from the treatment [16].

NNT can also be calculated by taking the inverse of the quantity of the risk in the control group multiplied by the relative risk reduction [8]. If the risk in the control group is 0.2 and the relative risk reduction is 2, then the NNT would be 2.5.

\[ NNT = \frac{1}{(0.2)(2)} = 1/0.4 = 2.5 \]

Number Needed to Harm (NNH): NNH is also the inverse of the absolute risk reduction, but is interpreted as the number of patients that would need to be treated in order to have one negative outcome [8]. For example, in a clinical trial with cervical manipulation as the treatment, if 3 out of 5000 patients in the treatment group had a vertebrobasilar artery dissection and 1 out of 5000 patients in the control group had this outcome, the NNH would be 2500.

\[ NNH = \frac{1}{(3/5000 - 1/5000)} = 1/(0.0006 - 0.0002) = 1/0.0004 = 2500 \]

In this example, the NNH of 2500 would mean that treating 2500 patients with cervical manipulation would lead to one additional patient being harmed by vertebrobasilar artery dissection compared to patients not receiving cervical manipulation. This is a hypothetical example.

Rate Difference (Table 2): The rate difference is the difference in incidence density in the treatment group and reference group [14]. For example, in a 12-week fall prevention intervention study, falls incidence in the exercise (treatment) group is 6.0 falls/1000 activity hours compared to 16.2 falls/1000 activity hours for the control group. The rate difference is 10.2/1000 activity hours.

\[ RD = (6/1000) - (16.2/1000) = 10.2/1000 \text{ activity hours} \]

In this example, if exercise and falls were not associated, we would expect the two incidences to be very close, and thus the difference between the incidence rates would be near zero. A rate difference not equal to zero indicates an some degree of association between the exposure and the outcome. The larger the difference, the stronger the association.

Advantages/Disadvantages of Relative and Absolute Measures

Relative measures of treatment effect can be misleading because they do not tell us the magnitude of the absolute risk reduction [5].
Consider a study reporting that the relative risk of falling decreased by 50% for persons who received PT. This could mean that the treatment decreased the risk of falling from 8% to 4% or from 90% to 45%. Had an absolute risk reduction been reported, 4% or 45% respectively, the clinical implications of the findings would be apparent. Tables 3 and 4 illustrate this example.

### Table 3: Calculation of Relative and Absolute Measure of Effect (RR 50%, RD 4%)

<table>
<thead>
<tr>
<th></th>
<th>Falls</th>
<th>No Falls</th>
<th>Total Number of Subjects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tx Group</td>
<td>3</td>
<td>77</td>
<td>80</td>
</tr>
<tr>
<td>Ref Group</td>
<td>6</td>
<td>74</td>
<td>80</td>
</tr>
</tbody>
</table>

Risk Difference (RD) = \( \frac{6}{80} = 0.075 = 8\% \)

### Table 4: Calculation of Relative and Absolute Measure of Effect (RR 50%, RD 45%)

<table>
<thead>
<tr>
<th></th>
<th>Falls</th>
<th>No Falls</th>
<th>Total Number of Subjects</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tx Group</td>
<td>36</td>
<td>44</td>
<td>80</td>
</tr>
<tr>
<td>Ref Group</td>
<td>72</td>
<td>8</td>
<td>80</td>
</tr>
</tbody>
</table>

Risk Ratio (RR) = \( \frac{36}{80} = 0.45 = 45\% \)\( .5\) or 50%

Risk Difference (RD) = \( \frac{72}{80} = 0.90 = 90\% \)

Using relative measures to report differences in treatment effects across different subgroups can be also be misleading for the same reason [5]. The baseline risk of the outcome could vary across subgroups. A 50% decrease from a baseline risk of 80% is much greater than a 50% decrease from a baseline risk of 5%. Because of these shortcomings, relative measures have limited usefulness in making treatment decisions. Nevertheless, relative measures of effect are often reported in the literature. Although there has been a recent uptake of statistical programs with computational capabilities which can convert these relative measures to absolute measures. Odds ratios, in particular, are commonly reported. One reason for this may be that multiple logistic regression analysis is often used when the study outcome is dichotomous [9,10,18]. This type of analysis, which generates odds ratios, is one method that can be used to control for confounders while assessing the effect of the intervention on the outcome [18,19].

The biggest advantage of absolute measures of treatment effect is that they reflect the magnitude of the change in risk and, therefore, have greater clinical utility [20]. The consequence of giving no treatment or a standard/comparison treatment is estimated with absolute measures. Absolute measures of treatment effect are also easy to calculate and understand by both clinicians and patients. A 20% decrease in risk, for example, is clear and unambiguous. As with relative measures, absolute measures do not reflect the magnitude of the baseline risk [12]. For example, a risk difference of 10% may represent a decrease in the risk of the outcome from 20% to 10% or from 90% to 80%.

NNT, which has received a lot of attention in the literature, also has some specific advantages and disadvantages. NNT allows for relatively simple cost analyses [21]. For example, with an NNT of 2, the cost of achieving one positive outcome would be equal to the cost of treating two patients. NNT is also easy for patients to understand. For example, with an NNT of 3, a clinician could tell a patient that on average one in three patients will have a positive outcome. Unfortunately, the NNT alone cannot determine whether the patient being seen by the clinician will be the one who has the positive outcome. Research that determines the characteristics of patients most likely and least likely to benefit from an intervention may help to address this issue.

Calculating an NNT from a study comparing one intervention to another (versus comparing an intervention to no intervention) can also be problematic [17]. For example, a NNT of 100 for a multicomponent exercise intervention on fall prevention versus stabilization strengthening exercise intervention on fall prevention may be acceptable if the NNT for the multicomponent exercise intervention relative to no exercise is 10 and the NNT for the strengthening exercise intervention relative to no exercise is 15. Therefore, when looking at the effectiveness of one intervention relative to another, reporting the risk difference may be a more useful way to assess the treatment effect [17].
Calculating confidence intervals for the NNT are also cumbersome for mathematical reasons [22]. To circumvent this problem, one could calculate confidence intervals for the risk difference (the inverse of which is the NNT) and present this information along with the NNT.

MEASURES OF TREATMENT EFFECT FOR CONTINUOUS OUTCOMES

The measures of treatment effect presented in the previous section are applicable when the outcome is dichotomous. Oftentimes, however, the outcome of interest is continuous. Below are some ways to characterize treatment effects when the outcome is continuous.

Absolute Mean Difference: The absolute mean difference is defined as the difference between the treatment and reference group means or between pre-treatment and post-treatment means [7]. One disadvantage of this measure is that it does not take into account the standard deviation of the means. A difference of 5 from mean scores with large standard deviations [e.g., 20 (12) and 15 (10)] is different than when the means scores have a small standard deviation [e.g., 20 (2) and 15 (2)].

Effect Size: Effect size is a name given to a family of indices that measure the magnitude of a treatment effect [23,24]. The most common measure of effect size is the standardized difference between two means (i.e., difference between the means divided by the standard deviation) [24]. Various formulas are available to calculate the standardized difference between two means. These formulas vary based on the derivation of the standard deviation [24]. Three measures of standardized differences between means for independent groups are presented below and are based on ANOVA methods [25]. In theory, Cohen’s d is a conceptual formula because the population standard deviation of a group is rarely known [24].

Cohen’s d = \frac{\text{treatment group mean} - \text{reference group mean}}{\text{population standard deviation}}  
* control group, treatment group or pooled

Glass’ Δ = \frac{\text{treatment group mean} - \text{reference group mean}}{\text{standard deviation of reference group}}

Hedges’ g = \frac{\text{treatment group mean} - \text{reference group mean}}{\text{pooled standard deviation of treatment and reference group}}

When computing effect sizes for group means that are not independent (e.g., pre-treatment and post-treatment means) the original standard deviation (e.g., standard deviation of pretreatment scores) should be used [24].

Advantages/Disadvantages of Absolute Mean Difference and Effect Size: The calculation of both the absolute mean difference and the effect size are straightforward and simple. When the outcome measure is familiar, reporting the absolute mean difference is likely to be a sufficient way to characterize the effect of an intervention. For example, most clinicians would be able to interpret a 20-degree difference in knee range-of-motion (ROM) between the treatment group and the reference group. If the outcome measure is unfamiliar, reporting the absolute mean difference between groups may be difficult to interpret. For instance, a clinician might not understand what a 10-point difference means on a newly developed scale used to measure balance. The use of effect size is controversial. Some believe that effect size is useful in cases when the scale or the meaning of the measure is not familiar because it can be interpreted independent of the actual values of the outcome measure [24]. For example, an effect size of 0.8 can be interpreted as follows: 79% of the subjects in the reference group have an outcome measure below the average person in the treatment group. Others argue that because effect size is a unitless measure, it lacks clinical relevance and interpretability [25].

Calculation of an effect size is based on the assumption that the outcome is normally distributed and the standard deviation used to calculate the effect size is a good estimate of the standard deviation for the population being studied [24-26]. Because these two assumptions are often not met in studies on the efficacy or effectiveness of an intervention, some argue that effect size is not a useful measure of treatment effect and that comparisons of effect sizes across studies are inappropriate [24,27]. If the standard unit used to compute an effect size (i.e., the standard deviation of the treatment group,
the control group, or the pooled standard deviation) varies across studies, comparisons across studies will be invalid [27]. For example, consider two clinical trials that both reported the mean improvement in Timed-Up-and-Go scores was 12 seconds for patients who received physical therapy relative to patients who did not. The effect sizes for these two studies would differ if the standard deviations for the scores in the two studies were different. For example, if the standard deviation of the Timed-Up-and-Go scores was 12 seconds in study A and 6 seconds in study B, the effect sizes would be 1.0 and 2.0 respectively. The fact that the standard deviation of the outcome measure in study A was two times greater than that in study B implies that the populations in the two studies are different and illustrates the danger of comparing effect sizes, or any measures of treatment effects, across studies. The population of study A may be more heterogeneous and thus “different” than the population in study B.

Comparing effect sizes on multiple outcome measures within a single study may be problematic for a similar reason [24]. For example, in a study that reports an effect size of 0.6 for range-of-motion and 0.4 for gait velocity, a potentially incorrect interpretation of these findings would be that the intervention had a greater effect on range-of-motion. This may not actually be the case if the outcome measures are not normally distributed. For similar reasons, classifying effect sizes as small (<0.2), medium (>0.2 and ≤0.8), or large (>0.8), as some suggest, may be questionable.

Effect size represents one way to characterize the benefits of an intervention. In order for this measure of treatment effect to be valid, the assumptions detailed above (i.e., normal distribution of the outcome variable, good estimate of the standard deviation of the population) must be met. From a statistical perspective, the assumptions for conducting an ANOVA should also be met. Even if these assumptions are met, the clinical relevance and interpretability of effect size is questionable because it is a unitless measure. Despite these limitations, effect size is often reported in the medical research literature and is commonly used in meta-analyses [24].

Regression Coefficients (unstandardized and standardized): Regression models can be used to characterize the effect of a treatment when both the treatment and outcome variables are continuously distributed (e.g., number of PT treatments and ROM values) or when the treatment variable is dichotomous (e.g., whether individual received PT treatment) and the outcome variable is continuous [12,28]. For example, in a simple bivariate model of the relationship between the treatment ($x_1$) and the outcome ($y$) [29]:

$$y = \beta_0 + \beta_1 x_1 + \varepsilon$$ (where $\beta_0 =$ intercept; $\beta_1 =$ slope; $\varepsilon =$ error term)

The treatment effect is represented by the regression coefficient, or $\beta_1$. The regression coefficient indicates how much the outcome measure would increase or decrease (e.g., change in ROM) for an increment increase in the treatment variable (e.g., a one unit increase in the number of PT treatments) [29]. In the situation where the treatment variable is dichotomous (i.e., PT treatment or no PT treatment), the regression coefficient indicates how much the outcome measure would increase or decrease if the treatment was received. For example, if $\beta_1$ was 8.7, then patients receiving PT treatment would increase their ROM 8.7 degrees compared to patients not receiving PT treatments. Although a bivariate model was used for illustrative purposes, the interpretation of the regression coefficient in a multivariable analysis is similar.

Regression coefficients are standardized in order to make meaningful comparisons between different models, or between independent or explanatory variables in the same model [30]. Standardized regression coefficients have been used to represent treatment effects just as unstandardized regression coefficients do [30]. The Pearson correlation coefficient ($r$) is the standardized regression coefficient or standardized slope for the bivariate regression model. In the case of a PT intervention study, $r$ would be a measure of the association between the treatment and the outcome. The value of $r$ lies between −1 and +1 and when squared indicates the proportion of the variation in the outcome variable that is “explained” or “accounted for” by the treatment variable.
Regression coefficients in multivariable models can also be standardized by multiplying the regression coefficient (i.e., $b_k$) by the standard deviation of the independent or explanatory variable (i.e., $x_k$) and dividing by the standard deviation of $y$. These standardized coefficients are sometimes referred to as beta weights or path coefficients and are essentially a measure of the relative weights attached to the various independent variables in contributing to the mean of the dependent variable. For example, consider the hypothetical data below:

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Y$</td>
<td>22.16</td>
<td>7.08</td>
</tr>
<tr>
<td>$X_1$</td>
<td>43.15</td>
<td>21.23</td>
</tr>
<tr>
<td>$X_2$</td>
<td>57.80</td>
<td>28.76</td>
</tr>
</tbody>
</table>

If $b_1 = 0.114$, the estimated standardized regression coefficient would be equal to

$$[(0.114) \times (21.23/7.08)] = 0.34.$$  Likewise, if $b_2 = 0.976$, the estimated standardized regression coefficient would be equal to $$[(0.098) \times (28.76/7.08)] = 0.39.$$  So, the estimated change in the mean of $Y$ for a one standard deviation increase in $X_1$, controlling for $X_2$, is approximately the same magnitude as for a one standard deviation increase in $X_2$, controlling for $X_1$.

Advantages/Disadvantages of Regression Coefficients: Using a regression coefficient to characterize the effects of a treatment is particularly useful when the outcome variable is continuous. Multiple regression analysis, in particular, is commonly used in PT research when there is a need to control for other variables (e.g., age, pre-injury functional status) before estimating the effects of an intervention. As with any statistical test used to estimate a treatment effect, the assumptions of the regression analysis must be met for the treatment effect measure to be valid.

The use of standardized regression coefficients as a measure of treatment effect is controversial. Although standardized regression coefficients are commonly reported in the health care research literature, some argue that standardizing a regression coefficient distorts the measure of effect because the standardization is based on the distribution (i.e., the standard deviations) of the independent and dependent variables. Comparisons of standardized regression coefficients across studies, therefore, would not be valid if the standard deviations for the variables of interest varied across studies. Likewise, the comparison of standardized regression coefficients within the same study (i.e., comparing the effects of two independent variables) would not be valid because the standard deviations of two independent variables within the same study would likely be different.

Number Needed to Treat for Continuous Outcomes: A NNT can be calculated for continuous outcomes by dichotomizing the outcome measure in a clinically meaningful way. One approach would be to dichotomize based on whether subjects had a minimally important change in the outcome measure, referred to by some as a minimally important difference (MID) [16]. For example, a PT may consider a 2cm decrease in pain intensity (measured on a 10cm visual analog scale) to be the minimally important difference or change in the outcome. Patients with a decrease in pain of 2cm or more would be classified as having a positive outcome. Those with less than a 2cm decrease in pain would be classified as having a negative outcome. Another approach would be to dichotomize based on whether subjects reached a relevant threshold value for the outcome measure [31]. Again, using the outcome measure of pain intensity, a PT may consider a pain intensity rating of 1cm or less to be a clinically relevant threshold. In other words, patients who rated their pain intensity as 1cm or less on a 10cm visual analog scale would be classified as having a positive outcome. Those patients with a higher pain intensity rating would be classified as having a negative outcome. Regardless of the method of dichotomization, once a continuous outcome is dichotomized, the NNT can be calculated.

Advantages/Disadvantages of NNT for Continuous Outcomes: In addition to the advantages and disadvantages of NNT outlined in the dichotomous outcomes section, there are a number of issues related to dichotomizing a continuous outcome. Perhaps the most important issue is determining the MID or clinically relevant threshold for the outcome variable [16]. There may be little information to
help guide this determination. Dichotomizing a continuous outcome variable may also decrease the precision of the results [16]. Finally, dichotomizing a continuous outcome does not take advantage of the full spectrum of information included in the measure. Important relationships, such as a dose-response relationship may be missed.
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APPENDIX A: Definitions of Epidemiology Terminology

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
<th>Additional Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ratio</td>
<td>A comparison of two measures in which one distinct quantity is divided by another distinct quantity [11].</td>
<td>Proportion, odds, and rate are all types of ratios [11].</td>
</tr>
<tr>
<td>Proportion</td>
<td>A ratio where the numerator and denominator are measured in the same units and where the value of the numerator is less than or equal to the value of the denominator [11].</td>
<td>Proportions are dimensionless and range from 0 to 132. A proportion can be expressed in terms of a decimal, a fraction, or a percentage.</td>
</tr>
<tr>
<td>Risk</td>
<td>The probability that an outcome will occur [11]. The numerator is the number of patients developing the outcome during a period of time and the denominator is the number of patients followed for the time period [20].</td>
<td>Risk is a proportion. Although the term risk implies a negative outcome, the term can also be used to describe the probability that a positive outcome will occur [11]. For example, if 50 patients out of 100 had a positive outcome following a physical therapy intervention, the risk of the outcome would be 50/100 or 0.5 for the specified period of time.</td>
</tr>
<tr>
<td>Odds</td>
<td>A ratio of the probability of an outcome occurring to the probability of the outcome not occurring [33].</td>
<td>For example, an odds is the probability of a patient walking independently over the probability of the patient not walking independently. A risk of 50/100 or 0.5 is equal to an odds of 50:50 or 1.0.</td>
</tr>
<tr>
<td>Rate</td>
<td>A rate is one way to measure the frequency of an outcome in a defined population [34]. The numerator is the number of persons with the outcome in a given time period and the denominator is the number of persons “at risk” for the outcome in a given period of time [34].</td>
<td>“At risk” means those persons who do not already have the outcome, but are susceptible to getting it (i.e., being counted in the numerator). The denominator is usually expressed in person-time.</td>
</tr>
<tr>
<td>Person-Time</td>
<td>A measurement commonly used in the denominator of incidence rates that combines persons and time [7]. Person-time is the time a person(s) in the study population was observed and was free of the outcome [7].</td>
<td>If a study is 5 years long and a patient has the outcome or is lost to follow-up after 1 year then he has contributed 1 person-year, if he had the outcome after 4 years he would have contributed 4 person-years. Person-years is commonly used in the epidemiological literature, but other units of time can be used to calculate person-time [7].</td>
</tr>
<tr>
<td>Prevalence</td>
<td>The proportion of a population at risk that has the outcome at a given point in time or during a period of time [11]. Prevalence in the probability that a population member will have the outcome in question.</td>
<td>It is generally calculated as the total number of persons in the population who have the outcome divided by the population size.</td>
</tr>
<tr>
<td>Point prevalence</td>
<td>The number of persons in the population who have the outcome in a given period of time divided by the number of persons in the population at risk for the outcome at a point in time [11].</td>
<td>For example, the point prevalence for low back pain (defined as pain on the day of the interview) is 15-30%. This means that on the day of the interview 15-30% of the population had low back pain.</td>
</tr>
<tr>
<td>Period prevalence</td>
<td>The number of persons in a population who have the outcome at some point in a given period of time divided by the number of persons in a population at risk for the outcome during that period of time [11].</td>
<td>For example, the lifetime prevalence of low back pain, which is a type of period prevalence, is 50-80%. This means that approximately 50-80% of the population can remember having low back pain at some point in their lifetime.</td>
</tr>
<tr>
<td>Incidence</td>
<td>The number of persons in a defined population who develop the outcome during an observed period of time [11]. Incidence quantifies the risk of the outcome in a population and can be measured either as a proportion or a rate.</td>
<td>A measure of the risk of developing the outcome over time [11]. Cumulative incidence is a direct estimate of risk.</td>
</tr>
<tr>
<td>Cumulative Incidence (CI) or Incidence Proportion</td>
<td>CI is the number of persons who develop the outcome during the period of time divided by the number of persons in a population at risk for the outcome at the beginning of the observation period. A measure of the rate at which persons in a population at risk develop the outcome [11]. The measure is usually expressed as the number of persons per person-time [7]. CI is not a direct estimate of risk, but rather an average rate of outcome occurrence. For example, five people are followed for the incidence rate of hip fracture. Three people fracture their hip during the follow-up period. Their person-time observation ends when they have the outcome (i.e., hip fracture). The fourth person’s person-time observation ends when she is lost to follow-up. The fifth person does not fracture his hip and is followed for the complete observation period.</td>
<td>A measure of the rate at which persons in a population at risk develop the outcome [11]. The measure is usually expressed as the number of persons per person-time [7]. CI is not a direct estimate of risk, but rather an average rate of outcome occurrence. For example, five people are followed for the incidence rate of hip fracture. Three people fracture their hip during the follow-up period. Their person-time observation ends when they have the outcome (i.e., hip fracture). The fourth person’s person-time observation ends when she is lost to follow-up. The fifth person does not fracture his hip and is followed for the complete observation period.</td>
</tr>
<tr>
<td>Incidence Density (ID) or Incidence Rate</td>
<td>ID is the number of persons who develop the outcome during a period of time divided by the sum of person-time observation that individuals were free of the outcome. The sum of person-time observation is the time that each person spent in the population and was free of the outcome. A measure of the rate at which persons in a population at risk develop the outcome [11]. The measure is usually expressed as the number of persons per person-time [7]. ID is not a direct estimate of risk, but rather an average rate of outcome occurrence. For example, five people are followed for the incidence rate of hip fracture. Three people fracture their hip during the follow-up period. Their person-time observation ends when they have the outcome (i.e., hip fracture). The fourth person’s person-time observation ends when she is lost to follow-up. The fifth person does not fracture his hip and is followed for the complete observation period.</td>
<td>A measure of the rate at which persons in a population at risk develop the outcome [11]. The measure is usually expressed as the number of persons per person-time [7]. ID is not a direct estimate of risk, but rather an average rate of outcome occurrence. For example, five people are followed for the incidence rate of hip fracture. Three people fracture their hip during the follow-up period. Their person-time observation ends when they have the outcome (i.e., hip fracture). The fourth person’s person-time observation ends when she is lost to follow-up. The fifth person does not fracture his hip and is followed for the complete observation period.</td>
</tr>
</tbody>
</table>
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